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Facoltà di Scienze Matematiche, Fisiche e Naturali

Corso di Laurea in Matematica

Heegner points on X0(N)

Thesis advisor: Prof. Jan Nekovář
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Introduction

The goal of this memoire is to explain the proof of a theorem of Kolyvagin
on the group of rational points on an elliptic curve, following the exposition
by Gross in his article [Gro].
An important question in the theory of elliptic curves is to determine the
structure of the group of rational points of a given elliptic curve. Mordell-
Weil’s theorem, theorem (0.2), asserts that an elliptic curve E over a field
K satisfies:

E(K) ≃ Zr + E(K)tors,

where E(K)tors is the group of torsion points on E, which can be effectively
determined for a given elliptic curve.
Unfortunately it seems hard in general to have an efficient way of determin-
ing the rank.
The theorem of Kolyvagin, proposition (2.1) in this mémoire, asserts that
for ’modular’ elliptic curves over Q if we can prove that a certain Heegner
point yK ∈ E(K), definition (1.11), has infinite order in E(K) then we can
deduce that the rank of the curve is one.
This theorem is important for a number of different aspects.
First of all, recently Breuil, Conrad, Diamond, and Taylor proved that every
elliptic curve over Q is modular, that is it admits a modular parametrisation:

φ : X0(N) −→ E.

So Kolyvagin’s theorem can be applied to every elliptic curve over Q.
Moreover, in [GZ86], Gross-Zagier show that Heegner points satisfy a for-
mula that links their height to the value in 1 of the first derivative of the
L-function of the elliptic curve. As a consequence the point yK ∈ E(K) has
infinite order if and only if L′(E/K, 1) 6= 0.
So Kolyvagin’s theorem can be combined with Gross-Zagier’s formula to
give a proof of a special case of the Birch and Swinnerton-Dyer conjecture,
namely the fact that if you consider an elliptic curve E over Q and show
that ords=1L(E, s) ≤ 1, then you can deduce

rank(E(Q)) = ords=1L(E, s),

as predicted by the conjecture.
Another aspect that has to be ramarked is that the tecnique that Kolyvagin
uses in proving the theorem is very powerful and has later been generalised
to a number of different situations. His method lies in the construction of
an ’Euler system’ of Heegner points, in the language of Kolyvagin, that is
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used to bound the order of the Selmer group Sel(E/K), definition (0.3),
from which we can deduce information on the group of rational points.

Chapter 0 is concerned with giving some preliminaries on elliptic curves,
class field theory and complex multiplication.
Chapter 1 explains a construction of the modular curve X0(N), gives some
generalities on modular functions and modular forms and finally gives the
definition of a Heegner point on a modular curve. These points correspond,
in the moduli interpretation of X0(N), section (1.2), to couples of elliptic
curves with the same ring of complex multiplication.
Chapter 2 is dedicated to the proof of a special case of Kolyvagin’s theorem,
proposition (2.2).
The proof, which is the prototype of a general Euler system argument, goes
as follows.
First of all we show that the system of Heegner points as defined in chapter
1 satisfies the properties of being an Euler system, proposition (2.7). Then
using these properties we are able to construct a system of cohomology
classes, which Kolyvagin calls the ’derivative classes’, that are proved to be
locally trivial except maybe at some particular prime which is linked to the
Heegner points, propositions (2.14) and (2.16).
The last part of the chapter is then concerned with finishing the proof by
bounding the order of the p-Selmer group, with the prime p as in (2.3). First
by using Galois cohomology and some results from Tate’s local duality we
are able to obtain information on the local components of the Selmer group
from the cohomology classes. Then Chebotarev density theorem, is used
to convert information on the local components of the Selmer group to an
upper bound on its order.

Some comments on notation.
We will write Ep for the full group of torsion points on the algebraic closure
of the field of definition of K, i.e. if E is an elliptic curve defined over a
number field K then Ep := E(K) the p-torsion of E(K). More generally (·)p
indicates the p-torsion of group in brackets, for example we will meet E(K)p
where L is a number field or a p-adic field. When using cohomology we will
always intend group cohomology as defined for example in [CF67] Chap. IV
and we will denote Hn(K,E) = Hn(Gal(K/K), E(K)) and Hn(L/K,E) =
Hn(Gal(L/K), E(L)).
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Chapter 0

Preliminaries

In this chapter we are going to review some basic definitions from the theory
of elliptic curves, some results from class field theory and complex multipli-
cation.

0.1 Elliptic curves, first definitions.

Definition 0.1. An elliptic curve over a field K is a non singular projective
curve over K of genus 1 equipped with a K-rational point, O ∈ K.

By the Riemann-Roch theorem, an elliptic curve can be described ex-
plicitely as the projective non singular plane curve described by a cubic
Weierstrass equation of the form:

y2z + a1xyz + a3yz
2 = x3 + a2x

2z + a4xz
2 + a6z

3 (0.1)

Remark. For any extension L of the field K, the L-rational points E(L)
are naturally equipped with an abelian group structure with O ∈ E(K) as
the zero element.

A major problem in the theory of elliptic curves is to actually describe
the group of rational points.
We have the following result:

Theorem 0.2 (Mordell-Weil theorem). Let E be an elliptic curve over a
number field K. The group of rational points E(K) is finitely generated, i.e

E(K) ≃ E(K)tors × Zr

where E(K)tors is a finite group and r = r(E/K) is called the rank of E.

Unfortunately the proof of this theorem doesn’t provide us with a pro-
cedure to effectively compute the generators of E(K).
The proof of the theorem has two steps. First of all one has to prove the
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’Weak Mordell-Weil theorem’ which asserts that E(K)/pE(K) is finite for
some prime p. Then one uses the theory of heights in the projective space
to deduce that a point of E(K) is not ’infinitely divisible’ and so one can
exhibit a set of generators of E(K) knowing E(K)/pE(K) .
The problem of effectivity lies in the proof of the ’Weak Mordell-Weil’ theo-
rem. In fact finiteness is deduced by injecting the group E(K)/pE(K) into
another group, called the p-Selmer group, which one can compute and prove
that it is finite, nevertheless there is not enough information on the ’differ-
ence’ between these two groups. We are not able to describe in general the
quotient of the p-Selmer group by E(K)/pE(K), which is the p-torsion of
the so-called Tate-Shafarevich group.

Let us see in detail how these groups are contructed.
Consider the exact sequence:

0 → Ep −→ E
p−→ E → 0, (0.2)

where (·)p is the p-torsion.

Taking Galois cohomology by the group Gal(K/K) one obtains:

0 → E(K)p → E(K)
p→ E(K) → H1(K,Ep) → H1(K,E)

p→ H1(K,E) → · · ·

From which one deduces the following short exact sequence:

0 → E(K)/pE(K) −→ H1(K,Ep) −→ H1(K,E)p → 0 (0.3)

Now consider a prime v of K and let Kv be the completion of K at v,
Gal(Kv/Kv) can be seen as a decomposition group of Gal(K/K), so that
Gal(Kv/Kv) →֒ Gal(K/K)).
So considering the morphism of restriction in cohomology one has the fol-
lowing commutative diagram:

0 E(K)/pE(K)
δ

H1(K,Ep)
f

H1(K,E)p

g

0

0
∏
v E(Kv)/pE(Kv)

∏
v H

1(Kv, Ep)
∏
v H

1(Kv, E)p 0

(0.4)

Notation. When we write H1(K,E), by E we mean E(K) and similarly
for H1(Kv, E).

Definition 0.3. The p-Selmer group of E/K is the kernel of g ◦ f , i.e.

Selp(E/K) = ker(H1(K,Ep)) →
∏

v

H1(Kv, E)p)
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Definition 0.4. The p-torsion of the Tate-Shafarevich group is the kernel
of g. We can define the Tate-Shafarevich group to be:

X(E/K) = ker(H1(K,E) →
∏

v

H1(Kv, E))

From these definitions we can deduce the following descent sequence:

0 → E(K)/pE(K)
δ−→ Selp(E/K) −→ X(E/K)p → 0, (0.5)

where the map δ sends a class [P ] to the cocycle:

δ(P ) : Gal(K/K) −→ Ep
σ 7−→ σ(1pP )− 1

pP.

0.2 Reduction of elliptic curves over local fields.

Throughout this section let R denote a complete discrete valuation ring,
L = FracR its fraction field, π ∈ R a uniformizing element which generates
the maximal ideal m = (π) and k = R/mR the residue field of characteristic
l.
We assume that L is complete with respect to the valuation.
Given an elliptic curve E we wish to find a model E of E over R.

Definition 0.5. Let E be an elliptic over over L.
A minimal Weierstrass model of E over R is a generalized Weierstrass equa-
tion

W : y2z + a1xyz + a3yz
2 = x3 + a2x

2z + a4xz
2 + a6z

3

of an elliptic curve W isomorphic to E such that:
1. all the ai ∈ R and
2. ordπ(∆(W))1≥ 0 is minimal (among all the W as above which satisfy 1.)

Remark. We have in particular from the definition that:

W(R) ≃ E(L).

Now we would like to analyze the reduction of the model W of E over
the residue field k.

1Considering the coefficients of the affine form of the equation for W

f(x, y) : y2 + a1xy + a3y = x3 + a2x
2 + a4x+ a6

as variables, the intersection of the ideal (f, ∂f/∂x, ∂f/∂y) in Z[x, y, a1, · · · , a6] with
Z[a1, · · · , a6] is a principal ideal, generated by a polynomial ∆(a1, · · · , a6) ∈ Z[a1, · · · , a6].
∆ = ∆(W) is precisely the discriminant of W, unique up to sign.
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Definition 0.6. Let E be an elliptic curve over L; fix a minimal Weierstrass
model W over R. The reduction of E over k is Ẽ := W ⊗R k, i.e.

Ẽ : y2z + a1xyz + a3yz
2 = x3 + a2x

2z + a4xz
2 + a6z

3,

where āi ∈ k are the reduction of the ais modulo m.

Remark. 1. Ẽ is a cubic projective curve over k. Its discriminant is equal
to ∆(Ẽ) = ∆(W) mod π.
2. The isomorphism class of Ẽ does not depend on W, only on E.

Definition 0.7. We say that E has good reduction over R if ordπ(∆(W)) =
0, i.e. if ∆(Ẽ) 6= 0 which means that Ẽ is an elliptic curve over k.
We say that E has bad reduction over k if π|(∆(W)), which means that Ẽ
is not smooth over k.

Consider the reduction map on the elliptic curve:

red : E(L) ≃ W(R) −→ Ẽ(k),

which is obtained by sending a point (a : b : c) ∈ W(R) to the point
(a : b : c) ∈ Ẽ(k), where a is the reduction of a ∈ R mod π.
Let us assume that if E has bad reduction, then its unique non-smooth point
S is defined over k. This assumption is automatically satisfied if chark 6= 2, 3
or if k is perfect.
Let:

Ẽsm =

{
Ẽ if E has good reduction.

Ẽ \ {S} if E has bad reduction.

It can be proved that there there exists a group law on Ẽsm(k), which makes
it a group variety.

Proposition 0.8. Let E0(L) = red−1(Ẽsm(k)), then there exists an exact
sequence of abelian groups:

0 → E1(L) −→ E0(L)
red−→ Ẽsm(k) → 0, (0.6)

where E1(L) = ker(red).

We can say something more about E1(L):

Proposition 0.9. Let Ê over R be the formal2 group associated to E then
there exists an isomorphism of groups:

E1(L) −→ Ê(πR).

Moreover E1(L) ≃ Ê(πR) is a pro-l-group. (l =char k)

2See [Sil09] Chap. IV and Prop. 2.2 Chap. VII

7



Now consider the case of an elliptic curve E, which has good reduction
over L.
Then sequence (0.6) becomes:

0 → E1(L) −→ E(L) −→ Ẽ(k) → 0 (0.7)

Now suppose that m is an integer prime to l. Then, by the fact that E1 is
pro-l we have that multiplication by m induces an isomorphism on E1(L).
So we have the following commutative diagram:

0 E(L)m Ẽ(k)m 0

0 E1(L)

∼ m

E(L)

m

Ẽ(k)

m

0

0 E1(L) E(L) Ẽ(L) 0

0 E(L)/mE(L) Ẽ(k)/mẼ(k) 0

From which we can deduce:

E(L)/mE(L)
∼−→ Ẽ(k)/mẼ(k) (0.8)

and
E(L)m

∼−→ Ẽ(k)m. (0.9)

Moreover if L is replaced with an extension M large enough to contain all
of E(L)m, then:

Em := E(L)m ≃ Ẽ(ksep)m.

We want to give an idea of the reason why minimal Weierstrass models
W do not seem to be sufficient. The problem is when E has bad reduc-
tion. In that case we have seen that Ẽ is not smooth over k, so W is not
’smooth’, in scheme-theoretical language, and the group law over W is not a
morphism, which implies that W is not a group scheme. On the other hand
if we consider W0(≃ E0(L)), the largest subscheme of W which is ’smooth’
over R, it can be proved that there exists a morphism W0×W0 → W0 which
makes it a group scheme, but we have lost the point extension property, i.e.
W0(R) 6= E(L).
What we would like to find is a ’smooth’ scheme E over SpecR such that:
1. E(R) ≃ E(K) and
2. the group law on E extends to a morphism E ×R E → E .

We give the definition of a Néron model in a greater generality then the
hyphothesis of the section, i.e. when R is a Dedekind domain.
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Definition 0.10. Let L be the fraction field of a Dedekind domain R. Let
E be an elliptic curve over L. A Néron model E of E is a smooth separated
scheme over R such that:
1. Its generic fibre is E, i.e. there is a cartesian diagram

E ≃ E ×R Spec(L) E

Spec(L) Spec(R)

2. The scheme E has the following universal property:
For any smooth scheme X → R and any morphism ψK : X×RSpec(L) → E
there is a unique morphism ψ : X → E such that:

ψ ×R Spec(L) = ψK ,

i.e. the following diagram is commutative:

X ×R Spec(L)

ψK

X

ψ

E ≃ E ×R Spec(L) E

Theorem 0.11. Let E be an elliptic curve as in definition (0.10), then a
Néron model E over R exists.

Proof. A proof may be found in [Art86] of the general case of abelian vari-
eties or in [Sil94] Chap. IV for the special case of elliptic curves.

Remark. 1. ’The’ Néron model is unique by the universal property.
2. There is a group scheme structure on E over R extending the group
variety structure on E.
3. As a particular case of the universal property, i.e. when X = Spec(K),
we have:

E(R) ≃ E(K)

Example 0.12. If E is an elliptic curve over a number field K such that E
has good reduction over a prime v, i.e. E has good reduction over the ring
OKv

, then a minimal Weierstrass model W as defined in (0.5) is a Néron
Model E for E over OKv

.
When E has bad reduction, as we have already remarked, the Néron model
is in general quite different from the smooth part of a minimal Weierstrass
model, which is, in fact, the connected component of the identity of the
Néron model.

Let us now define the conductor of an elliptic curve in the special case
of an elliptic curve defined over Q:
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Definition 0.13. Let E be an elliptic curve over Q. Define the quantity3

fp as follows:

fp =





0, if E has good reduction at p,
1, if E has multiplicative reduction at p,
2 + δp, if E has additive reduction at p.

where δp is a ’measure’ of the wild ramification in the action of the inertia
group on the Tate-module Tp(E).
The conductor of an elliptic curve E over Q is:

NE/Q =
∏

p

pfp .

Now we end this section with a definition.

Definition 0.14. Let E be an elliptic curve over Q and Ẽ the reduction of
the Néron model of E over Zp.
Write np for the order of the group of Fp-rational non-singular points of

Ẽ(Fp). Then set:

ap =

{
p+ 1− np, if p does not divide N,
p− np otherwise.

The L-series of E over Q is the function of the complex variable s defined
by:

L(E, s) =
∏

p∤N

(1− app
−s + p1−2s)−1

∏

p|N

(1− app
−s)−1.

0.3 Class field theory

In this section we refer to [Cox97] for an informal approach to the theory
and to [CF67] Chapter VII for more accurate statements and for proofs.
Let K be a number field. We shall indicate with the word ’prime’ in K
an equivalence class of non-trivial valuations of K. There is a distinction
between primes which are ’finite’, represented by prime ideals in OK , and
primes which are ’infinite’, that can be real, represented by an embedding
K →֒ R, or complex, represented by a couple of complex conjugate embed-
dings of K into C.
Recall that a modulus m in K is a formal product

m =
∏

p

pnp

3For a definition of multiplicative and additive reduction see [Sil09] Chap. VII Prop.
5.1. Let us simply note that if E has multiplicative, or additive, reduction at p then the
singular point of the reduction of E modulo p has a node or a cusp respectively.
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such that np ≥ 0 for all p and np = 0 for all but finitely many, if p is real
np = 0 or 1 and if p is complex then np = 0.
We can factorise a modulus m = m0m∞, where finite primes divide m0 and
infinite ones m∞.

Definition 0.15. Let

PK,1(m) = {a ∈ K×|vp(a− 1) ≥ np ∀p|m0 and σ(a) > 0 ∀σ = p|m∞}

and IK(m) be the set of fractional ideals of K generated by the prime ideals
which do not divide m.
Every a ∈ PK,1(m) defines a principal ideal in IK(m), so we can define the
ray class group modulo m:

Cm =
IK(m)

PK,1(m)
.

Let L/K be a finite Galois extension.
For any prime ideal p of K that is unramified in L and for q which lies
above p in L, there exists an element σ = (q, L/K) of Gal(L/K) uniquely
determined by the condition that σ(α) ≡ αN(p) (mod q) for any α ∈ OL.
Moreover it can be proven that for all the prime ideals q lying above p, the
symbols (q, L/K) are conjugate to one another.
In particular if L/K is an abelian extension then the set {(q, L/K) s. t. q|p}
is composed of only one element which we call the Frobenius element :

Frob(p) := (p, L/K) = (q, L/K)

for any q lying above p.

Definition 0.16. Let L/K be an abelian extension.
For any modulus m which is divisible by all the primes that ramify in L we
have a homomorphism

ψL/K : IK(m) −→ Gal(L/K)

pn1

1 · · · pnt
t 7−→ ∏

i(pi, L/K)ni
(0.10)

called the Artin map (or reciprocity map).

Remark. A prime ideal splits completely in K if and only if it is in the
kernel of the Artin map.

Now recall the definition of the norm map NL/K : IL → IK , which

sends a prime ideal q of L to NL/K(q) = pf(q/p) where p = q ∩ OK and
f(q/p) = [OL/q : OK/p] = [Fq : Fp] is the residue degree.
By direct computation, it can be deduced that the image of IL by the norm
map is in the kernel of the Artin map, i.e.

NL/K(IL) ⊂ kerψL/K .

Now we can state the first main theorem of class field theory.
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Theorem 0.17. [Artin reciprocity law] Let L/K be a finite abelian exten-
sion. There exists a modulus m of K which satisfies the following properties:
a. It is divisible by all the primes of K that ramify in L,
b. PK,1(m) ⊂ kerψL/K
and is such that the following holds for the Artin map

ψL/K : IK(m) −→ Gal(L/K)

1. It is surjective,
2. kerψL/K = PK,1(m) ·NL/K(IL(m

′)), where m′ is divisible by all primes of
L which lie above primes of m.

Remark. The minimal modulus m among the ones which satisfy properties
a. and b. of the theorem is called the conductor of the extension.

Now we need a result which tells us something about the existence of
such abelian extensions as in the previous theorem.

Definition 0.18. A subgroup H of IK(m) is called a congruence subgroup
modulo m if

PK,1(m) ⊂ H ⊂ IK(m).

Theorem 0.19 (Existence theorem). Let m be a modulus of K and let H
be a congruence subgroup for m.
Then there exists a unique abelian extension L/K, all of whose ramified
primes divide m, such that

H = PK,1(m)NL/K(IL(m
′)),

m′ as in 2. of theorem 0.17, i.e. the Artin map induces:

ψL/K :
IK(m)

H

∼−→ Gal(L/K).

Example 0.20 (Hilbert class field). Consider the trivial modulus m = 1
and the subgroup PK of principal ideals, which is trivially a congruence
subgroup, then the theorem predicts us the existence of an abelian extension
K1 of K unramified everywhere. We call this extension the Hilbert class field
of K.

Example 0.21 (Ring class field of conductor n). Consider an order On =
Z+nOK of conductor n in an imaginary quadratic field K, in which we sup-
pose for simplicity that O×

K = {±1}. Let Pic(On) be the group of projective
modules of rank 1 over On, this is the same as:

Pic(On) ≃ Cl(On) ≃
IK(n)

PK,Z(n)
,

12



where we write IK(n) for IK(nOK) and
PK,Z(n) = {α ∈ OK |α ≡ a (mod n)OK , a ∈ Z such that (a, n) = 1}.
Since PK,Z(n) is a congruence subgroup modulo n, we know from theorem
0.19 that there exists an extension Kn of K, which we will call the ring class
field of conductor n, such that:

Pic(On)
∼−→ Gal(Kn/K) (0.11)

Moreover we have the following diagram:

Kn

(OK/nOK)
×/(Z/nZ)×

K1

Pic(OK)

K

< 1, τ >

Q

Let us make some remarks about the diagram:
1. Gal(Kn/Q) ≃ Gal(Kn/K)⋊Gal(K/Q)
where complex conjugation τ , which generates Gal(K/Q), acts on Gal(Kn/K)
by sending an automorphism σ to its inverse, i.e. τ−1στ = σ−1.
2.

Gal(Kn/K1) ≃
Gal(Kn/K)

Gal(K1/K)
≃ Pic(On)

Pic(OK)

∼−→ (OK/nOK)
×

(Z/nZ)×
, (0.12)

where the last isomorphism is deduced by the fact that Pic(On)/Pic(OK) is
isomorphic to IK(n)∩PK/PK,Z(n) and this group sits in the exact sequence:

0 → (Z/nZ)× −→ (OK/nOK)
× −→ IK(n) ∩ PK/PK,Z(n) → 0.

We conclude this section with an important theorem on the density of
prime ideals with respect to the image of the Artin map.
Given a finite Galois extension L/K, not necessarily abelian, and a prime
ideal p of K, define

(p, L/K) := {(q, L/K) such that q|p}

This set forms a full conjugacy class in Gal(L/K).
As we have already seen, if L/K is abelian then the conjugacy class (p, L/K)
is composed of only one element Frob(p).
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Theorem 0.22 (Chebotarev density theorem). Let L/K be a finite Ga-
lois extension. Let 〈σ〉 be the conjugacy class of an element σ ∈ Gal(L/K).
Then the set of unramified prime ideals of K such that (p, L/K) = 〈σ〉 has
Dirichlet density4:

|〈σ〉|
|Gal(L/K)| =

|〈σ〉|
[L : K]

.

In particular, if L/K is abelian, then the set of unramified primes such that
Frob(p) = σ has density 1/[L : K], and hence is infinite.

0.4 Complex Multiplication

An important problem in algebraic number theory is to give an explicit
description of all abelian extensions of a given number field K. For instance,
the theorem of Kronecker-Weber gives a characterisation of the maximal
abelian extension of Q.
The theory of complex multiplication does essentially the same thing for an
imaginary quadratic number field K.
For the proofs of this section see [Cox97] or [CF67] Chap XIII.
Throughout this section we consider elliptic curves defined over C.

Definition 0.23. E ≃ C/Λ is said to have complex multiplication if there
exists an element α ∈ C \ Z such that αΛ ⊂ Λ, or equivalently if End(E)⊗
Q = K is an imaginary quadratic field.

Remark. In the case when E has complex multiplication, End(E) will be
an order O in K, i.e. O = Z+nOK , with n ∈ Z the conductor of the order.

Proposition 0.24. Elliptic curves with complex multiplication by a given
endomorphism ringO correspond, up to isomorphism, to elements of Pic(O).
The correspondence is given by:

C/a 7→ a.

To each E we can associate an invariant j(E) ∈ C, called the j-invariant,
which classifies elliptic curves up to isomorphism.
Let E ≃ C/Λ, with Λ = [ω1, ω2], then j(E) = j(Λ) can be defined as follows:

j(Λ) = 1728
g2(Λ)

3

g2(Λ)3 − 27g3(Λ)2
(0.13)

4Recall the definition of Dirichlet density δ(S) of a subset S of the set of finite primes
MK of a number field K:

δ(S) := lim
s→1+

∑
p∈S

N(p)−s

− log(s− 1)
,

provided that the limit exists.
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where

g2(Λ) = 60
∑

(m,n) 6=(0,0)

1

(mω1 + nω2)4
and g3(Λ) = 140

∑

(m,n) 6=(0,0)

1

(mω1 + nω2)6
.

We call the denominator of the j-invariant the discriminant of Λ:

∆(Λ) = g2(Λ)
3 − 27g3(Λ)

2 (0.14)

Remark. The j-invariant that we have just defined can be associate to
every invertible ideal a ∈ Pic(O), by considering j(a) = j(C/a) and it can
be proved that j depends only on the ideal class of a.

Theorem 0.25. Let E be an elliptic curve complex multiplication by an
order On of conductor n in an imaginary quadratic field K. Then the
following holds:
1. j(E) is an algebraic number,
2. K(j(E)) is the ring class field of K of conductor n,
3. If On = OK , i.e. if n = 1, then K(j(E)) is the Hilbert class field of K,
as defined in example (0.20).

We are now interested in being a little more explicit, we would like to
better understand the isomorphism:

Pic(On)
∼−→ Gal(K(j(Λ))/K))

p 7−→ Frob(p)

Theorem 0.26. Let O be an order of conductor n in K. Consider the
elliptic curve E/a with a ∈ Pic(On). Let p be a prime ideal of OK , with
norm prime to n, and let

pn = p ∩ On.

Then the Frobenius element Frob(p) acts on j(a) by:

Frob(p)(j(a)) = j(a · p−1
n ).
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Chapter 1

Heegner points on X0(N)

In this chapter we are going to explain a construction of the modular curve
X0(N) and show the existence of a system of points on it, the so-called
Heegner points, which are defined over certain ring class fields.

1.1 The modular curve X0(N)

Consider the upper half plane H = {τ ∈ C|Im(τ) > 0}. The group of

matrices GL+
2 (R) = {

(
a b
c d

)
|a, b, c, d ∈ R and ad − bc > 0} acts on H

by:

γ · τ =

(
a b
c d

)
· τ =

aτ + b

cτ + d

For our purposes we want to consider only the action of a certain subgroup

of SL2(Z) = {
(
a b
c d

)
|a, b, c, d ∈ Z and ad − bc = 1} namely the Hecke

congruence subgroup of level N , for N ∈ N:

Γ0(N) =

{(
a b
c d

)
∈ SL2(Z) | c ≡ 0 mod N

}

Remark. Γ0(1) = SL2(Z).

Proposition 1.1. The quotient H/Γ0(N) can be given a natural structure
of a Riemann surface.

Definition 1.2. Let Y0(N) be the Riemann surface such that:

Y0(N) ≃ H/Γ0(N)

Moreover, we can compactify and obtain:
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Definition 1.3. Let X0(N) be the Riemann surface obtained as the com-
pactification of Y0(N), namely

X(C) ≃ H∗/Γ0(N),

where H∗ = H ∪ P1(Q) and Γ0(N) acts on P1(Q) = Q ∪ {∞} by:

(
a b
c d

)
m

n
=
am+ bn

cm+ dn

with the convention that
a∞+ b

c∞+ d
=
a

c
.

The points in the finite set P1(Q)/Γ0(N) = X0(N) \ Y0(N) are called the
cusps of X.

Now our interest lies in better understanding these curves and to do
so we investigate on the functions and differentials that can be defined on
them.
In this direction we give two basic definitions.

Definition 1.4. A meromorphic function f : H → C is a modular function
for Γ0(N) if:
i. f(γτ) = f(τ) for any γ ∈ Γ0(N),
ii. f(γτ) is meromorphic at the cusps for all γ ∈ SL2(Z), i.e. the q-expansion
of f(γτ) at ∞ involves only a finite number of non negative powers of q.

Remark. a. Thanks to condition i, condition ii has to be checked only for
a finite number of elements of SL2(Z), the representatives of the cosets of
Γ0(N) in SL2(Z).
b. Condition ii tells us that we can see f as a meromorphic function defined
on X0(N).

Example 1.5. We can consider the j-invariant defined in (0.13) as a func-
tion j : H → C by sending τ ∈ H to j(τ) = j([1, τ ]).
The function j is a modular function for SL2(Z).
Moreover we can define another function jN : H → C, by sending τ ∈ H to

jN (τ) := j(Nτ).

jN is a modular function for Γ0(N).

Definition 1.6. Let k be an integer. A meromorphic function f : H → C
is a modular form of weight k for Γ0(N) if:
i. f is holomorphic on H,

ii. f(γτ) = (cτ + d)kf(τ) for any γ =

(
a b
c d

)
∈ Γ0(N),
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iii. f(γτ) is holomorphic at the cusps for all γ ∈ SL2(Z), i.e. the q-expansion
of

f |kγ(τ) = (cτ + d)−kf(γτ)

at ∞ involves only non negative powers of q.

Definition 1.7. A cusp form of weight k is a modular form of weight k
for which the q-expansion of (f |kγ)(τ) =

∑
anq

n at the cusps is such that
a0 = 0 for every γ ∈ SL2(Z).

Notation. We will indicate by Sk(Γ0(N)) the space of weight 2 cusp forms
for Γ0(N).

Example 1.8. The discriminant ∆(Λ) as defined in (0.14) can be seen as
a modular form by sending τ ∈ C to ∆(τ) = ∆([1, τ ]). It can proved that
∆(τ) is a cusp form of weight 12.

The next theorem characterises completely modular functions for Γ0(N).

Theorem 1.9. Let N ∈ N. Every modular function for Γ0(N) is a rational
function of j and jN .

Proof. (idea of)
Step 1. Every modular function g for SL2(Z) is a rational function of j.
First of all one has to prove that every holomorphic modular function f
for SL2(Z) is a polynomial in j. This is done by first showing that if f
is holomorphic at ∞, then it is constant; indeed in this case f(H ∪ {∞})
is compact so that we can conclude by the maximum modulus principle.
Then since the q-expansion of j(τ) begins with 1/q we can always find a
polynomial A(j(τ)) such that f(τ) − A(j(τ)) is holomorphic at ∞. Step 1
follows by showing the existence of a polynomial B(j) such that B(j(τ))g(τ)
is a holomorphic modular function.
Step 2. Introducing the modular equation.
Let n = [SL2(Z) : Γ0(N)] and explicitly compute a set of representatives for
the right cosets of Γ0(N) in SL2(Z), call them: {Γ0(N)γi} for i = 1, · · ·n.
Then fix τ ∈ H and consider the polynomial in the variable X:

ΦN (X, τ) =
n∏

i=1

(X − j(Nγiτ)),

it can be proved that ΦN (X, τ) is a polynomial in X and j(τ) since it is
easy to prove that the coefficients of X are holomorphic modular functions
for SL2(Z). So there exists a polynomial ΦN (X,Y ) ∈ C[X,Y ] such that
ΦN (X, j(τ)) =

∏n
i=1(X − j(Nγiτ)).

The equation
ΦN (X,Y ) = 0 (1.1)
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is called the Modular equation.
Now if one introduces:

CN =

{(
a b
0 d

)
∈ SL2(Z) | ad = N, a > 0, 0 ≤ b < d, (a, b, d) = 1

}

then it is easy to show that j(Nγiτ) can be written uniquely as j(στ) with
σ ∈ CN .

In particular j(Nτ) = j(στ) where σ =

(
N 0
0 1

)
∈ CN so we have:

ΦN (j(τ), j(Nτ)) = 0.

Step 3. Conclusion.
To finish the proof, using the modular equation one exhibits an expression
for f(τ) as a rational function of jN and j.

Remark. The modular equation introduced in the proof of theorem (1.9)
has some very interesting properties:
1. It is irreducible over C and takes coefficients in Z, i.e. ΦN (X,Y ) ∈
Z[X,Y ].
2. If x, y ∈ C, ΦN (x, y) = 0 if and only if there is a lattice Λ and a cyclic
sublattice Λ′ ⊂ Λ of index N such that ΦN (j(Λ

′), j(Λ)).

This theorem tells us that the field of meromorphic functions on X0(N)
is C(j, jN ). We know from the theory of Riemann surfaces that X0(N) is
biholorphic to the complex points of a unique non-singular projective curve,
which has C(j, jN ) as its field of rational functions. A remarkable property
of this curve, which we shall now explain, is that it can be defined over Q.
Let us see how to construct this curve. Consider the curve C defined over Q
by the modular equation ΦN (X,Y ) = 0 ∈ Z[X,Y ] (property 1. of the above
remark). This curve is singular, but we can find a non-singular projective
curve X, which is isomorphic to C over Q outside the locus of singularity of
C. Then there exists a natural biholomorphic map:

β : X0(N)
∼−→ X(C) (1.2)

which sends, outside a finite set of points, τ 7→ (j(τ), j(Nτ)) and we can
interpret X as a model for X0(N) over Q.

Remark. Unfortunately the modular equation is not easy to compute nor
to work with, so in the next section we are going to describe a moduli
interpretation of Y0(N), which can be used to define a model for Y0(N) over
Q from a more ’theoretical’ point of view.
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1.2 A moduli interpretation

In this section we are going to explain (without proofs) how it is possible
to define a model for Y0(N) over Z[1/N ] by interpreting it as a (partial)
solution to the problem of classifying modular pairs (E/S , CN ), where S is a
Z[1/N ]-scheme, E is an elliptic curve over S and CN is a subgroup scheme
of E isomorphic to Z/NZ.
The proofs of this section may be found in [??] or for a briefer account in
[??].
Let us first analyse the case of S = Spec(C), where the situation is much
simpler.

Proposition 1.10. The points of Y0(N) are in bijection the set of isomor-
phism classes of couples (E,CN ) of an elliptic curve E over C together with
a cyclic subgroup CN of order N .

Proof. Associate to τ ∈ H the pair:

(
C

τZ+ Z
,
τZ+ 1/NZ

τZ+ Z

)
.

It is easy to check that any pair (E,CN ) as in the proposition is isomorphic

to
(

C
τZ+Z ,

τZ+1/NZ
τZ+Z

)
for some τ ∈ H.

Moreover two pairs:

(
C

τZ+ Z
,
τZ+ 1/NZ

τZ+ Z

)
≃

(
C

τ ′Z+ Z
,
τ ′Z+ 1/NZ

τ ′Z+ Z

)

are isomorphic over C if and only if τ ′ ∈ Γ0(N)τ .

Remark. An equivalent point of view is to consider the points of Y0(N) in
bijection with isomorphism classes of couples (E,E′) of two elliptic curves
over C together with a cyclic N -isogeny, i.e. an isogeny ψ : E → E′ such
that kerψ ≃ Z/NZ.

Now consider the case of a general Z[1/N ]-scheme S. Define a functor
FN :

FN : Z[1/N ]-schemes −→ Sets,

where to an S ∈ Z[1/N ]-schemes we associate FN (S), the set of isomorphism
classes of pairs (E/S , CN ), where E is an elliptic curve over S and CN is a
subgroup scheme of E isomorphic to Z/NZ.
An isomorphism between two modular pairs (E,CN ) and (F,DN ) is an
isomorphism E

∼→ F defined over S such that CN is mapped to DN .
This functor is not representable, but there exists what is a called a ’coarse
moduli scheme’ for FN , let it be Y0(N). This means that, if FY0(N) is the
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functor HomZ[1/N ](·,Y0(N)) from Z[1/N ]-schemes to sets, then there is a
natural transformation of functors

j : FN −→ FY0(N)

with the following universal property: If Z is any other Z[1/N ]-scheme such
that there is a natural transformation

i : FN −→ FZ := HomZ[1/N ](·, Z),

then i factors uniquely through j:

FN
i

j

FZ

FY0(N)

Note that, by Yoneda’s lemma, the map FY0(N) → FZ yields a map

Y0(N) → Z.

We have to notice that j yields a map jS from modular pairs (E/S , CN ) to
Y0(N)(S) which, for general S, need not be injective nor surjective. However
if S = Spec(k), then Y0(N)(k) can be identified with the set of equivalence
classes of modular pairs (E/k, CN ), where two pairs are deemed equivalent
if they are isomorphic over the algebraic closure of k. (As we have seen in
the case of C in proposition (1.10)).

Notation. By abuse of notation we will still use Y0(N) to indicate the
model Y0(N) defined over Z[1/N ].

Remark. There exists also a moduli interpretation for X0(N).
The extension to the cusps is obtained by including some ’degenerate’ mod-
ular pairs. (see [DI95] section 9.2). So we can find a model for X0(N) over
Z[1/N ] by considering the coarse moduli scheme, which is the solution to
the problem of classifying ’generalised’ modular pairs.

1.3 Operators on modular curves and the Eichler-

Shimura relation

In order to construct operators on modular curves it is useful to use the
moduli interpretation we have given in section (1.2) and define them on the
modular pairs which the modular curves classify.
Let us see the formal argument which we shall use.
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Let Y1 and Y2 be the coarse moduli scheme of the functors F1 and F2. So
we have natural transformations:

j1 : F1 −→ FY1 = HomZ[1/N ](·, Y1)

and
j2 : F2 −→ FY2 = HomZ[1/N ](·, Y2).

Suppose that we define a natural transformation

i : F1 −→ F2.

Composition with j2 yields a natural transformation j2 ◦ i : F1 → FY2 ,
so since Y1 is the coarse moduli scheme for F1 we obtain a commutative
diagram of natural transformations:

F1
j2◦i

j1

FY2

FY1

i′

i′ in turn comes from a map

Y1 −→ Y2.

Thus any natural transformation of functors yields a canonical map of their
coarse moduli schemes.
If in addition the Yi are smooth with projective closures Xi then there is an
induced map:

X1 −→ X2.

Let us now define some operators on modular curves.

Remark. We are going to define these operators on the open modular curve
Y0(N) and assume that they can be naturally extended to the cusps, in order
to have operators on X0(N).

Let the integer N have the factorisation N = ab, with a and b relatively
prime. We will define a map

wa : Y0(N) −→ Y0(N)

called the Atkin-Lehner operator, by defining a natural transformation from
FN to FN .
Let K be a field containing Q and let (EK , CN ) be a modular pair. The
group CN has a unique decomposition CN = Ca+Cb as a product of a cyclic
group of order a and a cyclic group of order b, since a and b are relatively
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prime.
We define wa to be the natural transformation that sends:

wa : (E,CN ) 7→ (E/Ca, E[a] + Cb/Ca),

where, since Ca ∩Cb = {1} and E[a] ≃ Z/aZ⊕Z/aZ, E[a]+Cb/Ca is cyclic
of order N .
It can be easily seen that w2

a = 1.

Remark. In the case of b = 1, wN sends

wN : (E,CN ) 7→ (E/CN , E[N ]/CN ),

where if E
φ→ E/CN is the isogeny with kerφ = CN ≃ Z/NZ, then E/CN

ψ→
E/E[N ] is just the dual isogeny.

Let us now turn to Hecke operators. Fix a prime p not dividing N .
Let us define a map:

Y0(Np)
(α,β)−→ Y0(N)× Y0(N),

by definig a natural tranformation:

(E,CN , Cp) 7−→ ((E,CN ), (E/Cp, CN + Cp/Cp)) (1.3)

where α is a degeneracy map which forgets the subgroup Cp.
Define the Hecke operator Tp as the image of the map (α, β):

Tp = Im(α, β).

Remark. As before, we are cheating on the construction since we have not
defined a model for Y0(Np) over Z(p). Furthermore we would like to have a
map:

X0(Np)
(α,β)−→ X0(N)×X0(N).

Unfortunately we do not have enough time or preparation to go into the
details of these constructions. So we will assume to have such a well defined
map on X0(Np), which acts as (1.3) on points of Y0(Np), and that can be
reduced modulo p.

We can also interpret Tp as a multivalued map, or better yet as a ’cor-
respondence’,

X0(N) X0(N),

which sends a modular pair (E,CN ) ∈ X0(N) to

∑

(E,CN ,Cpi
)∈S

(E/Cpi , CN + Cpi/Cpi)
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where
S = {β(E,CN , Cp) where (E,CN , Cp) ∈ α−1(E,CN )}.

Equivalently, consider the embedding of the modular curve X0(N) into its
Jacobian:

X0(N) →֒ J(X0(N)),

which sends the cusp (∞) to the origin of J(X0(N)), so that an arbitrary
point x ∈ X0(N) is mapped to the divisor class (x)− (∞).
Tp can be seen as a map on the Jacobian:

J(X0(N)) −→ J(X0(N))
(E,CN ) 7−→ ∑

(E,CN ,Cpi
)∈S(E/Cpi , CN + Cpi/Cpi),

Remark. We can also extend the definition of the Hecke operators Tp when
p|N , by sending a modular pair (E,CN ) to the sum

∑

(E,CN ,Cpi
)∈S

(E/Cpi , CN + Cpi/Cpi),

with the additional condition that the sum is taken over the cyclic groups
Cpi , which have trivial intersection with CN .

Proposition 1.11 (The Eichler-Shimura congruence relation). The Hecke
operator over Fp satisfies:

Tp = Frp + F̂rp on Y0(N)/Fp

where Frp is the graph of Frobenius morphism in characteristic p, which

sends a point (E,CN ) ∈ Y0(N)/Fp
to Frp(E,CN ) = (E(p), C

(p)
N ) and F̂rp is

the dual morphism.
Furthermore, we can obtain the same relation on X0(N)/Fp

.

Proof. Since the number of supersingular curves is finite, we can restrict

our attention to the dense subset Y0(N)ord/Fp
of points on Y0(N) which are

represented by ordinary elliptic curves. It will be enough to show the relation
over these points to prove the proposition.

Let (E,CN ) ∈ Y0(N)ord/Fp
be one of these points. Call {Cpi |i = 1, · · · p + 1}

be the p + 1 subgroups of E of order p. One of the them is the kernel of
the reduction map E → Ẽ over Fp, let it be Cp0 , then the kernel of the
Frobenius map Frp : E → E(p) is exactly Cp0 and so we have: E(p) ≃ E/Cp0
and similarly C

(p)
N = CN + Cp0/Cp0 .

On the other hand we can factorise the multiplication by p map as:

p : E
φ−→ E/Cpi

ψ−→ E
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for every i = 1, · · · , p + 1. We know that φ is separable since the kernel is
Cp0 , so that ψ is the Frobenius morphism, which means that (E/Cpi)

(p) ≃ E
and with a similar reasoning we have (CN + Cpi/Cpi)

(p) ≃ CN .
Now we can conclude since we have equalities:

(E/Cp0 , CN + Cp0/Cp0) = Frp(E,CN )

and ∑

i 6=0

(E/Cpi , CN + Cpi/Cpi) = F̂rp(E,CN )

which implies the Eichler-Shimura relation, from the definition of Tp.
As we mentioned before we will not go into the details of proving that the
same congruence relation holds on X0(N)/Fp

.

1.4 The modular parametrisation

In this section we are going to explain how the operators we introduced in
the last section can be defined on the space of cusp forms and state, without
proof, some important theorems from the theory of modular forms.
The proofs of this section may be found in [[Kna92]].
Consider the Hecke operators Tp, for all p.
Fix a basis of (E,CN ) = (C/[1, τ ], [1/N, τ ]) and of (E/Cp, CN + Cp/Cp) =
(C/[1, τ ′], [1/N, τ ′]]), then an integer matrix which satisfies [1, τ ′] = M [1, τ ]
and [1/N, τ ′] =M [1/N, τ ] must lie in the set:

M(p,N) =

{(
a b
c d

)
∈ Mat2(Z) | ad− bc = p, (a,N) = 1 and N |c

}

and viceversa.
Let S2(Γ0(N)) be the space of weight two cusp forms for Γ0(N), it seems
natural to have:

Definition 1.12 (Hecke Operator). Let {αi} be a collection of coset repre-
sentatives of Γ0(N) \M(nN)1.
We define

Tn : S2(Γ0(N)) −→ S2(Γ0(N))
f 7−→ ∑

i f ◦ [αi]

where f ◦ [αi](τ) = det(αi)(cτ + d)−2f(αiτ), if αi =

(
a b
c d

)
.

Let us now turn to the Atkin-Lehner operator wN .

1Notice that Γ0(N) has finite index in M(p,N).
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Definition 1.13. Let αN =

(
0 −1
N 0

)
.

The Fricke involution wN on the space of weight 2 cusp forms S2(Γ0(N)) is
defined in the following way:

wN : S2(Γ0(N)) −→ S2(Γ0(N))
f 7−→ f ◦ [αN ]

explicitly wNf(τ) = f ◦ [αN ](τ) = 1
(Nτ)2

f(−1
Nτ ).

Remark. wN is an involution on the space of weight two cusp forms, i.e.
w2
N = id. If we consider the + and the − eigenspaces of S2(Γ0(N)) for wN

we have a direct sum decomposition:

S2(Γ0(N))+ ⊕ S2(Γ0(N))−.

Define the L-function of a cusp form as:

L(s, f) =

∞∑

n=1

cn
ns
,

where f(τ) =
∑∞

n=1 cnq
n is the q-expansion of f at the cusp ∞, then we

have the following:

Theorem 1.14 (Hecke). Let f ∈ S2(Γ0(N)) be a cusp form in one of the
eigenspaces SǫN2 (Γ0(N)) of wN , where ǫN = ±1. Then L(s, f) is initially
defined for Res > 2 and extends to be entire in s. Moreover, the function

Λ(s, f) = N s/2(2π)−sΓ(s)L(s, f),

satisfies a functional equation:

Λ(s, f) = −ǫNΛ(2− s, f). (1.4)

We would now like to study a little further the structure of the space
S2(Γ0(N)). From this analysis we will be able to single out a particular
modular function f for Γ0(N), which, through the so-called ’Eichler-Shimura
construction’, will let us construct a map from the modular curve to an
elliptic curve Ef , φ : X0(N) −→ Ef , that is very important for all the
considerations in the next chapter. In fact, through this map, we will be
able to ’transport structure’ from X0(N) to Ef .
First of all let us define an inner product on the space of cusp forms:

Definition 1.15. The Petersson inner product on S2(Γ0(N)) is defined as:

〈f, h〉 =
∫

RN

f(τ)h(τ)
dρdσ

σ2
,

where τ = ρ+ iσ and RN is a fundamental domain for Γ0(N).
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The Hecke operators Tp with p ∤ N , on the space of cusp forms Sk(Γ0(N))
are self adjoint relative to the Petersson inner product. So it can be proved
that, since the Hecke operators Tp, for p ∤ N , commute, S2(Γ0(N)) splits
into the orthogonal sum of simultaneous eigenspaces for the operators Tp
with p 6 |N .
An cusp form which is an eigenvector Tp, with p ∤ N , is called an eigenform;
eigenforms in the same eigenspace are said to be equivalent.
Moreover, since the Hecke operators commute with each other for all p, in
each space of equivalent eigenforms in the decomposition of S2(Γ0(N)) there
will be at least one eigenvector of all the Tp, also with p|N . We have the
following:

Theorem 1.16 (Hecke-Petersson). The whole space S2(Γ0(N)) of cusp
forms is the orthogonal sum of the spaces of equivalent eigenforms. Each
space of equivalent eigenforms has a member which is an eigenvector for all
the Tp.
Moreover, such an eigenform f in S2(Γ0(N)) can be normalised so that its
q-expansion f(τ) =

∑∞
n=1 cnq

n has c1 = 1 and the L-function for f , L(s, f),
has an Euler product expansion:

L(s, f) =
∏

p|N

[
1

1− cpp−s

]∏

p∤N

[
1

1− cpp−s + p1−2s

]
(1.5)

convergent for Res > 2.

The problem now is that, since in general the Fricke involution wN and
the Hecke operators Tp for p|N do not commute, we are not able to identify
a correlation between L-functions which have an Euler product expansion
and L-functions which satisfy a functional equation.
The problem turns out to be coming from some cusp form which ’come triv-
ially from modular forms of a lower level d|N ’.
Let us be more precise. If r1r2|N and if f(τ) is an eigenform for Γ0(N/r1r2),
then f(r2τ) is an eigenform for Γ0(N) with the same eigenvalues. Such an
eigenform is called an oldform.
The eigenforms in the orthogonal complement of the space of oldforms are
called newforms.
There is the important ’Multiplicity one theorem’,which characterises new-
forms:

Theorem 1.17 (Atkin-Lehner). If f ∈ S2(Γ0(N)) is a newform, then its
equivalence class is one-dimensional, i.e. consists of the multiples of f .

Let us analyse a consequence of this theorem.
The operators wN and Tp for p|N commute with the Hecke operators Tp for
p ∤ N , so they send each equivalence class to itself. In the case of a newform
f the equivalence class is Cf , so this means that we can find an eigenform
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f for wN and for all the Tps, such that as a consequence of theorems (1.14)
and (1.16), its L-function L(s, f) has an Euler product expansion as in (1.5)
and satisfies a functional equation as in (1.4).
Let us summarise these results in the following:

Theorem 1.18 (Hecke-Petersson, Atkin-Lehner). The space S2(Γ0(N)) of
weight 2 cusp forms admits the following decomposition:

S2(Γ0(N)) =
⊕

d|N

⊕

e|N
d

DeS2(Γ0(d))
new,

where De : g(τ) 7→ g(eτ) and

S2(Γ0(d))
new ≃

⊕

gλ

Cgλ

with gλ a normalised eigenform for Γ0(d).
The gλ are eigenvectors for the Hecke operators Tp for all p and for the
Fricke involution wN and the following holds:
1. Tpf = cpf for all p,
2. wNf = ǫNf with ǫN = ±1.
Moreover the L-function L(s, f) has an Euler product expansion as in (1.5)
and satisfies a functional equation with sign −ǫN as in (1.4).

Now we turn to the Eichler-Shimura theory. The next theorem will
predict us the existence of a normalized newform f for S2(Γ0(N)) to which
we can associate an elliptic curve Ef with a map from the modular curve
X0(N) to Ef , which satisfies:

L(s, f) = L(s, E).

Theorem 1.19 (Eichler-Shimura). Let f(τ) =
∑∞

n=1 cn exp(2πinτ) be a
newform in S2(Γ0(N)) normalized to have c1 = 1, and suppose that all the
cn are in Z. Then there exists a pair (Ef , ν) such that:
1. Ef is an elliptic curve defined over Q.
2. Ef is a quotient of Jac(X0(N)) by (Tp − cp · id)Jac, for all p, so that Tp
acts on Ef as multiplication by the integers cp, for all p.
3. The differential

∑
cnq

ndq/q associated to f is a nonzero multiple of
ν∗(ω), where ω is the invariant differential of E.
4. If

Λf =

{∫ γ(τ0)

τ0

f(ξ)dξ | γ ∈ Γ0(N)

}

then Λf is a lattice in C, and E is isomorphic to C/Λf over C.
5. L(E, s) coincides with L(f, s), for almost all cp.
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Remark. Eichler-Shimura proved point 5. for Euler factors for p ∤ N . For
the ’bad’ factors at p|N this follows from results of Langlands and Carayol.

If we compose the map ν in the Eichler-Shimura construction with the
inclusion map of X0(N) →֒ Jac(X0(N)) we obtain map defined over Q:

φ : X0(N) −→ Ef . (1.6)

The map φ is called the Modular parametrisation of Ef .

Theorem 1.20. (Carayol) The integer N is the conductor of Ef .

From a theorem of Wiles we can deduce that the viceversa also holds
over Q:

Theorem 1.21 (Wiles, Taylor-Wiles, Breuil-Conrad-Diamond). Let E be
an elliptic curve over Q of conductor N . Then there exists a newform
f ∈ S2(Γ0(N)) such that:

L(E, s) = L(E, f)

Furthermore, from results on the Tate’s conjecture for abelian varieties
proved by Faltings, it can be deduced that E is isogenous to the elliptic
curve Ef obtained via the Eichler-Shimura construction.

1.5 Definition of a Heegner point on X0(N).

In this section we are going to introduce the key definition of a Heegner
point, which will be an important tool in the proof of the theorem on the
rank of an elliptic curve in the next chapter.
Heegner points on Y0(N), or more generally on X0(N), correspond to (gen-
eralised) modular pairs (E,CN ), where E and E/CN both have complex
multiplication by the same order O.
Let us be more precise. Consider a quadratic imaginary field K = Q(

√
−D),

of discriminant −D.
For simplicity assume that D 6= 3, 4, so that the ring of integers OK of K
has unit group O×

K = {±1}.
Fix an integer N , such that every prime dividing N is split completely in
K. This assumption, called the ’Heegner Hypothesis’, garantees the exis-
tence of a prime ideal N of OK such that OK/N ≃ Z/NZ. We also have
N−1/OK ≃ Z/NZ.
Now consider an order O of K of conductor2 n prime to N . Nn = N ∩O is

2In this mémoire, we will only be considering orders of squarefree conductor n.
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an invertible ideal in O, with N−1
n /O ≃ Z/NZ.

(C/O,N−1
n ) is a modular pair, since if E = C/O, then

N−1
n O/O ⊂ N−1O/O = E[N ],

so that N−1
n /O is a cyclic subgroup of E of order N .

Definition 1.22.

xn := (C/O,N−1
n /O) (1.7)

is a Heegner point on X0(N).

Remark. Equivalently, we can describe Heegner points xn as isomorphism
classes of couples of elliptic curves:

(C/O,C/N−1
n ),

with ker(C/O → C/N−1
n ) = N−1

n /O ≃ Z/NZ.

Proposition 1.23. The Heegner point xn as defined in (1.7) lies inX0(N)(Kn),
where Kn is the ring class field of of K conductor n.

Proof. (Sketch) As we saw in theorem (0.25) K(j(C/O)) = K(j(C/N−1
n )) =

Kn is the ring class field of K of conductor n. Moreover we can deduce from
the birational equivalence β of (1.2) that, outside a finite number of singular
points of the modular equation, we can consider the point xn on X0(N) as
having coordinates (j(C/N−1

n ), j(C/O)). So we deduce that

xn ∈ X0(N)(Kn).

For what concerns those finite number of singular points for the modular
equation, the proof is a little more complicated so we will not go into the
details here.

We recall that Kn is a normal extension of Q and the Galois group
Gal(Kn/Q) is the semi-direct product of its normal subgroup Gal(Kn/K),
isomorphic to Pic(O) by (0.11), and the group Gal(K/Q) of order 2, gen-
erated by complex conjugation τ , which acts on Gal(Kn/K) ≃ Pic(O) by
sending an ideal a to its inverse a−1 = τaτ−1.
Heegner points of conductor n are stable under the action of Gal(Kn/Q).

Proposition 1.24. The action of complex conjugation τ ∈ Gal(Kn/Q) is
as following:

τxn = τ((C/O,N−1
n /O)) = (C/O,N−1

n /O) = (C/O,NnN
−1O/O).

Moreover, directly from the theory of complex multiplication, theorem
(0.25), we have the following:
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Proposition 1.25. Let σ ∈ Gal(Kn/K). Then we have:

σxn = σ(C/O,N−1
n /O) = (C/a−1

σ ,N−1
n a−1

σ /O),

where aσ ∈ PicO is the ideal class that corresponds to σ under the isomor-
phism of theorem (0.11).

Proof. We have seen in theorem (0.26), that σ ∈ Gal(Kn/K) acts on j-
invariants by sending j(−) to j(− · a−1

σ ). In the present case we have that:

σ(j(O), j(N−1
n )) = (j(O · a−1

σ ), j(N−1
n · a−1

σ )),

so that σ(C/O,N−1
n /O) = (C/a−1

σ , (Naσ/O)−1).

The Heegner points of conductor n are also stable under the action of
the Atkin-Lehner involutions and the Hecke operators Tp, for p ∤ N .
The Atkin-Lehner involution wN acts on Heegner points via the formula:

wN ((C/O,N−1
n 7O) = (C/N−1

n , N−1O/N−1
n ).

from which we can deduce that:

w2
N (xn) = wN (C/N

−1
n , N−1O/N−1

n ) = (C/N−1O,N−1
n O/N−1O) ≃ xn,

where the last isomorphism is given by the isomorphism multiplication by
N : C/N−1O ∼→ C/O.
Let n = ml, l prime which does not dividem, we have the following diagram:

Kn

GlGm

Kl Km

K1

K

Q

(1.8)

Call Gn = Gal(Kn/K1) the Galois group of the extension Kn/K1. Since
O×
K = Z× = {±1}, Kl and Km are disjoint and so we have:

Gn ≃
∏

l|n

Gl = Gl ×Gm,
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where Gl = Gal(Kn/Km).
Moreover we have an exact sequence:

0 → Gal(Kl/K1) → Gn → Gm → 0,

then we deduce from example (0.21):

Gl ≃ Gal(Kn/K1) ≃ F×
λ /F

×
l .

Now let us assume that λ is inert in K, then F×
λ ≃ F×

l2
, so that Gl is cyclic

of order l + 1.
Let us now consider a trace map, which we define on the Jacobian of the
modular curve Trl : J(X0(N))(Kn) −→ J(X0(N))(Km) which sends

x 7−→
∑

σ∈Gl

σx.

Proposition 1.26. With the above notation and hyphothesis we have:

Tl(xm) = Trl(xn),

where Tl is the Hecke operator on J(X0(N)).

Proof. Let On = Z+ nOK be the order of conductor n in K. Call = C/On

and CN = N−1
n /On. By definition we have:

Tl(xn) =
∑

Cl⊂E[l]

(E/Cl, CN + Cl/Cl),

where the sum is over the l + 1 cyclic subgroups of E[l] of order l.
On the other hand, since (l,m) = 1, we have

xn = (E,CN ) = (C/On,N
−1
n /On) = ((C/Om)/Cl, (N

−1
n /Om)/Cl)

for some unique cyclic subgroup of order l Cl, since Om/On is cyclic of order
l. Furthermore

Trl(xm) =
∑

σ∈Gl

σxn

= σ(C/On,N
−1
n /On)

= σ((C/Om)/Cl, (N
−1
n /Om)/Cl)

= ((C/Om)/aσCl, (N
−1
n /Om)/aσCl),

(1.9)

where aσCl is another cyclic subgroup of order l of C/On. Indeed, since
σ ∈ Gl = Gal(Kn/Km), then aσOm is principal and so aσ(Om/On) ≃ aσCl
is another cyclic subgroup of order l.
So we are done.
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1.6 Heegner points on elliptic curves

Let E an the elliptic curve over Q of conductor N . Fix a modular parametri-
sation defined over Q:

φ : X0(N) −→ E

By means of this parametrisation we can transport the Heegner point
construction from the modular curve to the elliptic curve, so that we can
obtain certain points on E defined over ring class fields.
Define

yn := φ(xn) ∈ E(Kn), (1.10)

where Kn is the ring class field of K of conductor n.
Furthermore if we let x1 := (C/OK ,N

−1/OK) ∈ X0(N)(K1), where K1 is
the Hilbert class field of K, then define

y1 = φ(x1) ∈ E(K1)

and
yK = TrK1/K(y1) ∈ E(K), (1.11)

where the trace is taken by summing the conjugates of y1 using the group
law on E.
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Chapter 2

Kolyvagin’s Theorem

In this chapter we are going to prove the main result of this ’mémoire’,
which is proposition (2.2). First of all, given an elliptic curve E over Q
we are going to use Heegner points to show the construction of a system of
cohomology classes in the Galois cohomology of E, section (2.4), and study
their properties. Then, using some results from Tate’s local duality and
some Galois cohomology computations, we will be able to bound the order
of the p-Selmer group of E/K and finally deduce our result.

In the late 80’s Kolyvagin published a paper in which he used Birch’s con-
struction of a Heegner point to define a system of Heegner points, which
satisfied the properties of what is now called an Euler system, and used this
construction to prove the following theorem:

Theorem 2.1. Let E be an elliptic curve over Q.
Assume that the point yK , as defined in (1.11), has infinite order in E(K).
Then:
1. the group E(K) has rank 1.
2. the group X(E/K) is finite.

In his paper [Gr84] Gross does not prove all of this result, but explains
the proof of a slightly weaker proposition to illustrate Kolyvagin’s main ar-
gument:

Theorem 2.2. Let p be an odd prime such that the extension Q(Ep)/Q
has Galois group GL2(Z/pZ) and assume that p does not divide yK in
E(K)/E(K)tors. Then:
1. The group E(K) has rank 1.
2. The p-torsion subgroup of X(E/K) is trivial.

Remark. These assumptions make sense, in fact if E does not have com-
plex multiplication then Q(Ep), the field generated over Q by the p-division
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points of E, has Galois group over Q isomorphic to GL2(Z/pZ) for all suffi-
ciently large primes p.
Moreover modulo torsion we can always find a p which does not divide yK ,
since thanks to the Mordell-Weil theorem yK is not ‘infinitely divisible’ in
E(K)/E(K)tors. In fact, since the group E(K) is finitely generated, there
exists only a finite number of integers n ∈ N such that yK = nP , where
P ∈ E(K) \ E(K)tors.

We know, from (0.5), that there exists a sequence of Fp-vector spaces:

0 −→ E(K)/pE(K)
δ−→ Selp(E/K) −→ X(E/K)p −→ 0,

From the hypothesis of theorem (2.2), we can deduce that E(K) cointains
no p-torsion so we have:

r(E/K) = dimFp
E(K)/pE(K), (2.1)

which means that we are left to proving:

Proposition 2.3. Let p be an odd prime such that the extension Q(Ep)/Q
has Galois group isomorphic to GL2(Z/pZ) and assume that p does not
divide yK in E(K) modulo E(K)tors. Then the group Selp(E/K) is cyclic
generated by δ(yK).

Let us see how this proposition imples the result in (2.2).
Indeed if 0 6= yK ∈ E(K)/pE(K), then dimFp

(E(K)/pE(K)) 6= 0, but
E(K)/pE(K) injects into Selp(E/K), which has rank one by proposition
(2.3) and so by (2.1) r(E/K) = 1. So we have 1.
Moreover δ : E(K)/pE(K) → Selp(E/K) is an isomorphism of Fp-vector
spaces so the cokernel, which equals X(E/K)p, is zero. So we have 2.
In the rest of the chapter we are going to illustrate a proof of this proposi-

tion.
Let us set some notation. E is an elliptic curve over Q of conductor N .
K is an imaginary quadratic field with discriminat −D 6= 2, 3, which satis-
fies the Heegner condition, i.e. every prime dividing N is split completely
in K.
Furthermore we make the assumption that all the Heegner points we con-
sider have conductor n, which satisfies the following hyphothesis:

n is squarefree and for all l|n, l does not divide N ·D · p. (2.2)

2.1 Galois action on torsion points

Let K(Ep) the Galois extension obtained by adjoining to K the coordinates
of the p-torsion points of E.
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In this section we are going to consider the p-torsion points on E, for p
prime, and see how the Galois group Gal(K(Ep)/Q) acts on them.

Proposition 2.4. The extensionK(Ep)/K is unramified outside the primes
which divide p ·N .

Proof. Let λ be a prime of K which does not lie above pN . E has good
reduction over OKλ

, so if γ is a prime lying above λ it is enough to show that
the extension of the residue fields Fγ/Fλ has the same degree asK(Ep)γ/Kλ.

The curve reduction of E over Fλ is an elliptic curve Ẽ and so from (0.9)
we deduce that the reduction map gives an injection:

Ep →֒ Ẽ(Fγ).

An element of the inertia group of K(Ep)γ/Kλ then fixes all elements of
K(Ep)γ since it fixes their images in Fγ , so it is trivial. Then we are done
since the index of ramification e equals the order of the inertia subgroup.

Remark. It follows from the last proposition that every prime l which di-
vides integers satisfying (2.2) is unramified in K(Ep)/Q.

We denote by Frob(l) the conjugacy class in Gal(K(Ep)/Q) containing
the generators of Gal(Fγ/Fl) for every prime γ above l.
We assume that:

τ ∈ Frob(l), (2.3)

where τ is complex conjugation.
One often says that l satisfying (2.3) is a ’Kolyvagin prime’.

Remark. By Chebotarev density theorem, theorem (0.22), there is an infi-
nite number Kolyvagin primes.

As a consequence of (2.3) we have that l remains inert in K; call λ its
unique prime factor in K.

Proposition 2.5. Assumption (2.3) implies that

al ≡ l + 1 ≡ 0 (mod p),

where l + 1− al = |Ẽ(Fl)|
Proof. It follows directly from the computations of the characteristic poly-
nomials of the Frobenius automorphisms acting on Ep. In fact complex
conjugation satisfies x2 − 1 ≡ 0 ( mod p ), while Frob(l) is such that
Frob(l)2 − alFrob(l) + l ≡ 0 ( mod p ), with l + 1 − al = |Ẽ(Fl)|. So
from (2.3) we deduce that:

x2 − alx+ l ≡ x2 − 1 (mod p),

which implies al ≡ l + 1 ≡ 0 (mod p).
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Remark. Recall that the als in proposition (2.5) are the coefficients of the
L-function of E as defined in (0.14), which coincide with the coefficients of
the L-function of f , the newform associated to E.

Let Fl denote the residue field at λ, which has l2 elements. By (2.3) the
prime λ splits completely in K(Ep)/K, which implies that the residue field
at a prime λi of OK(Ep) above λ is the same as Fλ, i.e. Fλi ≃ Fλ. Moreover

Ẽ(Fλ)p ≃ Ẽ(Fλi)p ≃ Z/pZ× Z/pZ.

We can now consider the action of complex conjugation on this space and
deduce:

Proposition 2.6. There exists the following decomposition into eigenspaces
for complex conjugation of the reduction of the torsion points in the residue
field Fλ:

Ẽ(Fλ)
±
p ≃ Z/pZ,

where ·+ is the plus eigenspace of the automorphism group {1, τ} and ·− is
the minus one.

Proof. If we call Frl the Frobenius map x 7→ xl we know that Frl = τ on Fλ.
So that:

|Ẽ(Fλ)
+
p | = |{P ∈ Ep|FrlP = P}| = |Ẽ(Fl)p| = |l + 1− al| ≡ 0 (mod p)

|Ẽ(Fλ)
−
p | = |{P ∈ Ep|FrlP = −P}| = |ker(Frl + 1)| ≡ deg(Frl + 1)

≡ det(Frl + 1) ≡ Tr(Frl) + det(Frl) + 1 ≡ al + l + 1 ≡ 0 (mod p)

2.2 Construction of an ’Euler system’

Consider the collection of Heegner points of conductor n that we dfined in
section (2.4). Recall that the integer n is assumed to satisfy (2.2) and every
l|n is assumed to be a Kolyvagin prime, (2.3).
Recall from section (??) that we have Gn = Gal(Kn/K1) ≃ ∏

l|nGl =
Gl ×Gm, where Gl = Gal(Kn/Km).
Moreover from example (0.21) and the fact that λ = lOK is inert in K we
deduce that:

Gl ≃ Gal(Kn/K1) ≃ F×
λ /F

×
l ≃ F×

l2
/F×

l ,

which is cyclic of order l + 1.
We can now prove the ’Euler system’ properties that are satisfied by the
system of Heegner points yn ∈ E(Kn):
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Proposition 2.7. 1. Trlyn = al · ym ∈ E(Km),
2. Each prime factor λn of l in Kn divides a unique prime λm ∈ Km and we
have the congruence yn ≡ Frob(λm)ym mod λn.

Proof. 1. This follows from lemma (??) and the fact that the Hecke operator
Tl acts on the points of the elliptic curve as multiplication by the coefficients
al, cf. thorem (1.19, 2.). So we have:

Trlym = Trlφ(xm) = φ(Trlxm) = φ(Tlxm),= alφ(xm) = al · ym

where φ is the modular parametrisation.
2. We are going to prove the corresponding fact on X0(N):

xn ≡ Frob(λm)xm in Fλn

and then conclude using the modular parametrisation.
Indeed, the prime λ is principal in K and has norm prime to m, so it is in
the kernel of the Artin map (0.10), which means that it is split completely
in Km/K.
The factors λm of λ in Km are totally ramified in Kn, i.e.

λm = (λn)
l+1,

this follows from the fact that since O×
K = {±1} only the primes dividing

the conductor are ramified. So In particular the residue fields coincide:

Fλm = Fλn = Fλ = Fl2

Now consider Tl(xm) = Trl(xn). The points in this divisor are conjugates
of xn over Km, so they are all congruent to xn, modulo λn. The Eichler-
Shimura congruence relation (1.11) Tl = Frl+F̂rl mod l shows that one, and
hence all, elements are congruent to Frob(λm)xm and we deduce:

Frob(λm)xm ≡ xn mod λn

2.3 Construction of cohomology classes.

In this section we are going to use the system of Heegner points we have
just defined to construct cohomology classes in H1(K,Ep). One way to do
so would be to simply take the trace of the points yn from Kn to K and then
push it to H1(K,Ep) through the map δ, but this does not yield interesting
infomation. Instead we shall apply an operator to the yn in order to obtain
Gal(Kn/K1)-invariant elements, then computing the trace from K1 to K
will yield the desired Gal(Kn/K)-invariant classes.
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Let σl be a fixed generator of Gl = Gal(Kn/K1), cylic subgroup of order
l + 1 of Gn = Gal(Kn/K1).
The augmentation ideal of the group ring Z[Gl], i.e. the kernel of the map∑

σ∈Gl
niσ

i 7→ ∑
ni, is principal and generated by σl − 1. Let

Trl :=
∑

σ∈Gl

σ ∈ Z[Gl]

and let Dl be a solution of the following equation in Z[Gl]:

(σl − 1) ·Dl = l + 1− Trl.

Remark. 1. A solution exists, for example Kolyvagin takes

Dl =

l∑

i=1

i · σi = −
l+1∑

i=1

σil − 1

σl − 1
.

2. Dl is well defined up to addition of elements in the subgroup ZTrl.

Let Dn =
∏
Dl in Z[Gn].

Proposition 2.8. The pointDnyn ∈ E(Kn) gives a class [Dnyn] ∈ E(Kn)/pE(Kn)
which is fixed by Gn.

Proof. It suffices to show that for all l|n [Dnyn] is fixed by σl the generator
of Gl. Hence we must prove that: (σl − 1)Dnyn ∈ pE(Kn).

(σl − 1)Dn = (σl − 1)DlDm = (l + 1− Trl)Dm ∈ Z[Gn],

⇒ (σl − 1)Dnyn = (l + 1)Dmyn −Dm(Trlyn)

since l + 1 ≡ 0 (mod p) (congruence (2.5)), it now suffices to show that
Trlyn ∈ pE(Km). This follows from the congruence al ≡ 0 (mod p) (2.5)
and part 1 of proposition (2.7).

We would like to construct a point in E(Kn)/pE(Kn) which is invariant
not only for Gn = Gal(Kn/K1) but also for Gn := Gal(Kn/K).
To do so, consider a set S of coset representatives for the subgroup Gn in
Gn and define:

Pn :=
∑

σ∈S

σDnyn.

Then clearly the class [Pn] is in (E(Kn)/pE(Kn))
Gn .

In order to define a system of cohomology classes we first need a lemma:

Lemma 2.9. The curve E has no p-torsion rational over Kn.
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Proof. If not, either Ep(Kn) = Z/pZ or Ep(Kn) = (Z/pZ)2. The first
implies that Ep has a cyclic subgroup scheme over Q, as Kn is Galois over
Q. Hence the Galois group of Q(Ep) is contained in a Borel subgroup of
GL2(Z/pZ). If E(Kn)p = (Z/pZ)2, then Q(Ep) is a subfield of Kn and
we have a surjective homomorphism Gn → GL2(Z/pZ). This is impossible
whenever p > 2.

From this lemma it follows immediately:

Proposition 2.10. There exists an isomorphism induced by restriction:

H1(K,Ep)
∼−→ H1(Kn, Ep)

Gn .

Proof. From the terms of low degree of the Hochshild-Serre spectral sequence
we have:

0 → H1(Gn, E(Kn)p)
Inf→ H1(K,Ep)

Res→ H1(Kn, Ep)
Gn → H2(Gn, E(Kn)p),

where the last arrow is transgression.
From lemma (2.9) we deduce that E(Kn)p = 0, so the kernel of the map
Res is 0, while the cokernel injects into a group which is 0. So it is an
isomorphism.

Let us now define the cohomology classes.
Consider the following diagram:

0

H1(Kn/K,E(Kn))p

Inf

0 E(K)/pE(K)
δ

H1(K,Ep)

Res∼

H1(K,E)p

Res

0

0 (E(Kn)/pE(Kn))
Gn

δn
H1(Kn, Ep)

Gn H1(Kn, E)Gn
p

(2.4)
The two rows are exact, by diagram (0.4). The column on the right is the
inflation-restriction sequence for Gal(Kn/K) ≤ Gal(K/K) and the middle
vertical map is an isomorphism from proposition (2.10).
Let c(n) be the unique class in H1(K,Ep) such that:

Res c(n) = δn[Pn] in H1(Kn, Ep)
Gn . (2.5)

Let
d(n) = Im c(n) in H1(K,E)p. (2.6)
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By easy commutativity of the diagram and exactness of the bottom row,

Res d(n) = 0. So there exists a unique d̃(n) ∈ H1(Kn/K,E(Kn))p such that

Inf d̃(n) = d(n) in H1(K,E)p (2.7)

Directly from the construction we deduce the following:

Proposition 2.11. 1. The class c(n) ∈ H1(K,Ep) is trivial if and only if
Pn ∈ pE(Kn).
2. The class d(n) ∈ H1(K,E)p and d̃(n) ∈ H1(Kn/K,E)p are trivial if and
only if Pn ∈ pE(Kn) + E(K).

Proof. 1. The class c(n) is trivial if an only if δn(Pn) is trivial, but since δn
is injective we have

δn(Pn) = 0 ⇔ Pn = 0 in (E(Kn)/pE(Kn))
Gn ⇔ Pn ∈ pE(Kn).

2. Since Inf is injective we have:

d(n) = 0 ⇔ d̃(n) = 0

and this happens if and only if either c(n) is trivial, (condition 1.), or c(n)
is in the image by δ of an element in E(K)/pE(K).

The cohomology classes we have just constructed are represented by
explicit 1-cocycles:

c(n) : Gal(K/K) −→ Ep

σ 7−→ f(σ) := σ(1pPn)− 1
pPn −

(σ−1)Pn

p

and
d̃(n) : Gn = Gal(Kn/K) −→ Ep

σ 7−→ f̃(σ) := − (σ−1)Pn

p

2.4 Properties of the cohomology classes c(n).

In this section we would like to investigate on the properties of the coho-
mology classes we have just constructed.
First of all we shall see how they behave under the action of complex con-
jugation.
Since p is odd we know we have a direct sum decomposition:

H1(K,Ep) ≃ H1(K,Ep)
+ ⊕H1(K,Ep)

−

Recall from proposition (1.18) that the eigenform f =
∑
anq

n associated to
the elliptic curve E satisfies: f(wNz) = ǫ · f(z), where −ǫ is the sign of the
functional equation which is satisfied by the L-function associated to E over
Q.
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Proposition 2.12. We have

τxn = wN (σxn),

which implies
τyn = ǫσyn + ( torsion ).

Proof. The first relation follows immediately from the definitions in section
(1.5). So we have:

τ(xn −∞) = wNσ(x−∞) + (wN∞−∞).

for some σ ∈ Gn and we can conclude by the relation

φ(wNσ
′(xn −∞)) = ǫφ(σyn)

and by Manin-Drinfeld theorem which implies that the class (0 − ∞) is
torsion in the Jacobian J(X0(N)) and so in E.

Proposition 2.13. 1. The class [Pn] lies in the ǫn = ǫ · (−1)fn eigenspace
for τ in (E(Kn)/pE(Kn))

Gn , where fn = |{l : l|n}|.
2. The class c(n) lies in the ǫn-eigenspace for τ in H1(K,Ep) and the class
d(n) lies in the ǫn-eigenspace for τ in H1(K,E)p.

Proof. 1. The lift of complex conjugation τ ∈ Gal(Kn/Q) acts on elements
σ ∈ Gn by sending τ−1στ to the inverse σ−1, so we have the commutation
relation:

τσ = σ−1τ.

Now consider the action of τ on Pn:

τPn = τ
∑

σ∈S

σDnyn =
∑

σ∈S

σ−1τDnyn,

where Dn =
∏
l|nDl, with Dl such that (σl − 1)Dl = l + 1− Trl.

Considering the fact that:

(l + 1− Trl)τ = (l + 1)τ −
∑

σ∈Gl

στ = τ(l + 1)− τ
∑

σ∈Gl

σ−1 = τ(l + 1− Trl)

we have
(σl − 1)Dlτ = τ(σl − 1)Dl = −σ−1

l (σl − 1)τDl,

so that:
(σl − 1)(σlDlτ + τDl) = 0
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which means, by direct computation, that σlDlτ + τDl = kTrl for some
l ∈ Z.
Since Trlyn = alym ≡ 0 ( mod pE(Kn) ) then

τPn =
∑

σ∈S

σ−1
∏

l|n

(τDl)yn ≡
∑

σ∈S

σ−1
∏

l|n

(−σlDlτ)yn

≡ (−1)fn(
∏

l|n

σl)
∑

σ∈S

σ−1Dn(τyn)( mod pE(Kn))

But τyn = ǫσ′yn + ( torsion), by proposition (2.12), for some σ′ ∈ Gn and
lemma (2.9) shows that E(Kn)p = 0. Hence:

τPn ≡ ǫn
∏

l|n

σlσ
′ ·

∑

σ∈S

σ−1Dnyn( mod pE(Kn))

But
∏
l|n σlσ

′ ∈ Gn and
∑

σ∈S σ
−1Dnyn = Pn which is invariant under the

action of Gn modulo pE(Kn), so:

τPn ≡ ǫnPn( mod pE(Kn))

and 1. is proved.
2. clearly follows from 1. and the fact that the action of complex conjugation
τ commutes with the maps in diagram (2.4).

2.5 Local triviality of the cohomology classes.

In this section we would like to decide if the classes c(n) we have constructed
lie in the p-Selmer group as defined in (0.3).
Let us recall diagram (0.4):

0 E(K)/pE(K)
δ

H1(K,Ep)
f

H1(K,E)p

g

0

0 E(Kv)/pE(Kv) H1(Kv, Ep) H1(Kv, E)p 0

(2.8)

Now c(n) ∈ H1(K,Ep) is in the p-Selmer group (= ker(g ◦f)) if and only
if the reduction d(n)v ∈ H1(Kv, E)p of f(c(n)) = d(n) ∈ H1(K,E)p is trivial
at every prime v.

Proposition 2.14. The class d(n)v is locally trivial in H1(Kv, E)p at the
archimedean prime v = ∞ and at all the finite primes v of K which do not
divide n.
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Proof. If v = ∞ then K∞ = C, since K is imaginary quadratic, and Galois
cohomology of E is trivial (H1(C, E) = 0).
Case 1. (v, n ·N) = 1.
d(n) is inflated from a class d̃(n) ∈ H1(Kn/K,E(Kn))p, definition (2.7),
where Kn/K is unramified at v. Hence d(n)v lies in the image of the sub-
group H1(Kur

v /Kv, E)p, where K
ur
v is the maximal unramified extension.

We are going to prove that this group is trivial when E has good reduction
at v.
In fact, let q be the prime of Z which lies under v, recall that we have an
exact sequence, sequence (0.7):

0 → E1 −→ E −→ Ẽ → 0,

where E1 is a pro-q group.
Then we can deduce that H1(Kur

v /Kv, E1)p = 0 and so there is an injection:

H1(Kur
v /Kv, E)p →֒ H1(F

sep
v /Fv, Ẽ)p.

We can now conclude by a theorem of Lang from which we deduce the
triviality of H1(F

sep
v /Fv, Ẽ) :

Theorem 2.15 (Lang). Let A be a smooth, connected, commutative alge-
braic group over a finite field k. Then H1(k,A(k)) = 0.

Case 2. v 6 |n but v|N .
Consider a Néron model E for E over Ov and let E0 be the connected com-
ponent of the identity of E and E0/E the group of components.
As a consequence of Lang’s theorem (2.15) we have that H1(Fsepv /Fv, E0) = 0.
So we have an injection

H1(Kur
v /Kv, E0) →֒ H1(Fsepv /Fv, E/E0).

Hence to check the triviality of d(n)v we need to check it in the cohomology
group H1(Fsepv /Fv, E/E0).
Let w be a place of Kn above v. We recall that d(n)v is represented by the
cocyle:

Gal((Kn)w/Kv) −→ E((Kn)w)

γ 7→ − (γ−1)Pn

p ,

where − (γ−1)Pn

p is a combination of the elements yn ∈ E(Kn). To prove the
triviality of d(n)v,which is killed by p, we are going to prove that the image
of the reduction of yn in E/E0 lies in a subgroup of order prime to p.
From ([GZ86]; III, 3.1) we deduce that the class of the Heegner divisor
(xn)− (∞) lies, up to translation by the rational torsion point (0)− (∞), in
J(X0(N)), in J(X0(N))01

1J(X0(N))0 is the identity component of the Néron model of the abelian variety
J(X0(N)) over Ov.
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Hence yn is, up to translation by the rational torsion of E , in E0. Since
E(Q)p = 0 by assumption the points yn lie in a subgroup whose image in
E/E0 has order prime to p, so we are done.

Proposition 2.16. If n = lm and λ is the unique prime of K dividing l, the
class d(n)λ is locally trivial in H1(Kλ, E)p if and only if Pm ∈ pE(Kλm) =
pE(Kλ) for one (and hence all) places λm of Km dividing λ.

Proof. We recall that the prime λ splits completely in Km, each factor λm
is totally ramified in Kn, i.e. λmOKn

= (λn)
l+1, and Fλn = Fλn = Fλ.

By construction the localisation of d(n)λ ∈ H1(Kλ, E)p actually lives in
H1(Gl, E(Kλn))p, since d(n) goes to zero in H1(Kn, E)Gn

p , and it is repre-
sented by the cocycle:

Gl −→ E(Kλn)

σ 7−→ − (σ−1)Pn

p .

Since l does not divide N by assumption, E has good reduction at l.
So we can construct a minimal Weierstrass model E for E over Kλ, which
is also a Néron model by example (0.12), defined over Zl and such that
E(Oλn) ≃ E(Kλn).
We know that there exists an exact sequence of Gl-modules, sequence (0.7):

0 → E1(Kλn) −→ E0(Kλn)
red−→ Ẽ(Fλn) → 0

As we have already remarked in the proof of proposition (2.14) H1(Gl, E1(Kλn))p =
0.
So we have an injection:

H1(Gl, E(Kλn))p →֒ H1(Gl, Ẽ(Fλ))p

where H1(Gl, Ẽ(Fλ)p = Hom(Gl, Ẽ(Fλ)p), since Gl acts trivially on Ẽ(Fλ).

Hence d(n)λ is trivial if and only if it has trivial image in H1(Gl, Ẽ(Fλ))p,

so if and only if − (σ−1)Pn

p has trivial reduction modulo λn for every σ ∈ Gl,
or equivalently if and only if the point

Qn :=
(σl − 1)Pn

p

has trivial reduction modulo λn, for σl the generator of Gl.
Recall that Pn =

∑
S σDm ·Dl · yn and (σl − 1)Dl = l + 1− Trl so

Qn =
∑

S

σDm

(
l + 1

p
yn −

al
p
ym

)

by proposition (2.7) we have the congruence:

l + 1

p
yn −

al
p
ym ≡ (l + 1)Frob(λm)− al

p
ym ( mod λn)
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at all primes λn dividing λ in Kn. For σ ∈ Gal(Kn/K) we conjugate this
congruence modulo by σ to obtain:

σ

(
l + 1

p
yn −

al
p
ym

)
≡ σ

(
(l + 1)Frob(σ−1λm)− al

p

)
ym ( mod λn),

but σFrob(σ−1λm) = σσ−1Frob(λm)σ so we obtain:

σ

(
l + 1

p
yn −

al
p
ym

)
≡

(
(l + 1)Frob(λm)− al

p

)
σym ( mod λn)

Hence:

Qn ≡ (l + 1)Frob(λm)− al
p

Pm ( mod λn)

We know by proposition (2.13) that the reduction of Pm modulo λm lies in
the ǫm-eigenspace of Ẽ(Fλ)/pẼ(Fλ) for the action of complex conjugation
τ .
Consider the eigenspaces Ẽ(Fλ)

+, Ẽ(Fλ)
− ⊂ Ẽ(Fλ).

On the eigenspace Ẽ(Fλ)
+ the automorphism Frob(λm) acts as the identity,

since we made the assumption that l is a ’Kolyvagin’s prime’, so that τ ∈
Frob(λm). Hence (l+1)Frob(λm)−al acts as multiplication by l+1−al, which
is the order of Ẽ(Fλ)

+, by the proof of proposition (2.6). Moreover on the
eigenspace Ẽ(Fλ)

− the automorphism Frob(λm) acts as minus the identity
so that (l + 1)Frob(λm) − al acts as the multiplication by minus the order
of Ẽ(Fλ)

−, also by (2.6). In any case we conclude that (l+1)Frob(λm)− al
kills Ẽ(Fλ).
The reduction of Pm modulo λn lies in Ẽ(Fλ)

ǫm
p ≃ Z/pZ, by proposition

(2.13). So the reduction Q̃n of Qn is zero if and only if P̃m/p ∈ Ẽ(Fλ)p, i.e.

P̃m ∈ pẼ(Fλ), which is if and only if Pm ∈ p(Kλ), since p is an isomorphism
on E1.

2.6 Tate local duality.

In this section we are going to review some basic results from Tate’s local
duality which we will use in order to prove Proposition (2.3).

Let Oλ be a complete discrete valuation ring with finite residue field
Fλ = Oλ/m of characteristic l and field of fractions Kλ.
Let Kur

λ be the maximal unramified extension of Kλ, with Galois group

g = Gal(Kur
λ /Kλ) ≃ Gal(F

sep
λ /Fλ),

which is isomorphic to Ẑ by sending the generator 1 ∈ Ẑ to the Frobenius
automorphism Frob(λ) ∈ g.
Let E be an elliptic curve over Kλ, with good reduction over Oλ.
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Let p be a prime different from l, since E has good reduction over Ol, we
have the following exact sequence for the reduced elliptic curve Ẽ over Fλ:

0 → Ẽp −→ Ẽ
p−→ Ẽ → 0,

which induces the exact sequence in cohomology:

0 → Ẽ(Fλ)/pẼ(Fλ) −→ H1(g, Ẽ(F
sep
λ ))p −→ H1(g, Ẽ(F

sep
λ )p) → 0,

where the last group is zero by Lang’s thorem (2.15).
So we obtain:

Ẽ(Fλ)/pẼ(Fλ)
∼−→ H1(g, Ẽ(F

sep
λ )p)

Moreover from (0.8) and (0.9) we have isomorphisms:

E(Kλ)/pE(Kλ) ≃ Ẽ(Fλ)/pẼ(Fλ) and Ep := E(Kλ)p = Ẽ(Fλ
sep)p = E(Kun

λ ).

So we obtain:
E(Kλ)/pE(Kλ)

∼−→ H1(g, Ep). (2.9)

Now we recall Tate’s local duality theorem.

Theorem 2.17 (Tate-local duality). There exists a symmetric, non-degenerate
pairing of Z/pZ-vector spaces:

〈·, ·〉 : H1(Kλ, Ep)×H1(Kλ, Ep) −→ Z/pZ (2.10)

induced by Weil pairing, cup product and the invariant map form local class
field theory.

Proof. (sketch of the construction) The Weil pairing Ep×Ep → µp over Kλ

induces a linear map
Ep ⊗ Ep → µp

, which induces a map on cohomology groups for every j ≥ 0:

Hj(Kλ, Ep ⊗ Ep) → Hj(Kλ, µp),

since Weil pairing is Galois equivariant.
So composing cup product with this map for j = 2 we obtain a pairing:

H1(Kλ, Ep)×H1(Kλ, Ep) −→ H2(Kλ, µp).

Moreover the invariant map from local class field theory gives a canonical
isomorphism:

H2(Kλ, µp) = Br(Kλ)p
∼−→ 1

p
Z/Z ≃ Z/pZ.
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Proposition 2.18. The group H1(g, Ep) is isotropic for the pairing 〈·, ·〉 of
(2.10).

Proof. Being isotropic means that if we compute the pairing on elements of
H1(g, Ep)×H1(g, Ep) we get zero.
Consider the following diagram:

H1(g, Ep)×H1(g, Ep)
Inf×Inf

H1(Kλ, Ep)×H1(Kλ, Ep)

H2(g, µp)
Inf

H2(Kλ, µp)

0 Z/pZ

where H2(g, µp) = 0 from Lang’s theorem (2.15).

Now consider the following commutative diagram:

0 E(Kλ)/pE(Kλ) H1(Kλ, Ep)

∼

H1(Kλ, E)p 0

0 H1(Kλ, E)∗p H1(Kλ, Ep)
∗ (E(Kλ)/pE(Kλ))

∗ 0

where ·∗ = HomZ(·, µ(Kλ)) is the Cartier Dual, rows are exact and the
middle map is an isomorphism by Tate local duality.
Since E(Kλ)/pE(Kλ) ≃ H1(g, Ep) is isotropic for the pairing we know that
the first vertical map is injective, but in fact it also an isomorphism since
we have the following:

Lemma 2.19. dimZ/pZE(Kλ)/pE(Kλ) = dimZ/pZH
1(Kλ, E)p.

Proof. Since we have the exact sequence:

0 → ker(Frob(λ)− 1) −→ Ep −→ Ep −→ Ep/(Frob(λ)− 1)Ep → 0,

then we know that E
{Frob(λ)=1}
p and Ep/(Frob(λ) − 1)Ep have the same

dimension over Fp.
So since we have:

E(Kλ)/pE(Kλ) ≃ H1(g, Ep) = Ep/(Frob(λ)− 1)Ep

and
E{Frob(λ)=1}
p = Ẽ(Fλ)p ≃ E(Kλ)p,
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we can deduce that E(Kλ)/pE(Kλ) and E(Kλ)p have the same dimension
over Fp.
So we can check the following equality of dimensions:

dimZ/pZE(Kλ)p = dimZ/pZH
1(Kλ, E)p.

Consider the first terms of the Hochshild-Serre spectral sequence for the
group g ≤ Gal(Kλ/Kλ):

0 → H1(g, E(Kur
λ )p) −→ H1(Kλ, Ep) −→ H1(Kur

λ , Ep)
Frob(λ) −→ H2(g, E(Kur

λ )p),

where the last group is zero from a result in Galois cohomology which uses
the fact that Ep is torsion.
We also have:

0 → E(Kλ)/pE(Kλ) −→ H1(Kλ, Ep) −→ H1(Kλ, E)p → 0.

So since H1(g, Ep) ≃ E(Kλ)/E(Kλ) then there exists an isomorphism:

H1(Kλ, E)p
∼−→ H1(Kur

λ , Ep)
Frob(λ),

but the inertia group I = Gal(Kλ/K
ur
λ ) sits in the exact sequence

1 → P −→ I −→ ∆ → 1,

where P is the wildly ramified inertia subgroup and ∆ is the tamely ramified
inertia subgroup.
P is a pro-l group so its cohomology vanishes for degrees bigger than 0,
which means that

H1(Kur
λ , Ep) = H1(I, Ep) ≃ H1(∆, Ep),

with ∆ acting trivially on Ep = E(Kur
λ )p.

Moreover we know that ∆ ≃
∏
q 6=l Zq(1), as a g-module, where Zq(1) is the

Tate module of the q-roots of unity, so we have:

Hom(∆, Ep)
Frob(λ) ≃ Hom(Zp(1), Ep)

Frob(λ) ≃ Hom(µp, Ep)
Frob(λ),

where the last group has the same dimension of Ẽ(Fλ)p ≃ E(Kλ)p by Weil
pairing.
To summarize:

dimZ/pZH
1(Kλ, E)p = · · · = dimZ/pZẼ(Fλ)p = dimZ/pZE(Kλ)p,

which is what we wanted to prove.

So we can now conclude that

E(Kλ)/pE(Kλ)
∼−→ H1(Kλ, E)∗p

and we have :
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Proposition 2.20. The pairing 〈·, ·〉 of (2.10) induces a non-degenerate
pairing of Z/pZ-vector spaces

〈·, ·〉 : E(Kλ)/pE(Kλ)×H1(Kλ, E)p −→ Z/pZ. (2.11)

Moreover we would like to remark that in the case when the p-torsion of
E is rational over Kλ there exists an explicit formula for the pairing 〈·, ·〉 of
(2.11).

Indeed, take c1 ∈ E(Kλ)/pE(Kλ) and construct the point e1 =
(
1
pc1

)Frob(λ)−1

in E(Kλ)p then take c2 ∈ H1(Kλ, Ep) and associate to it the homomorphism

φ2 : µp → E(Kλ)p as in the proof of (2.19). Fix a primitive pth-root ξ of
unity in K×

λ and let φ2(ξ) = e2 in E(Kλ)p. Then:

ξ〈c1,c2〉 = {e1, e2},

where {,} is the Weil pairing on Ep.
A proof of this construction may be found in an appendix of [Was89].

2.7 Computation of the Selmer group.

In this section we are going to apply the results of the last section in our
situation in order to bound the order of the p-Selmer group of the elliptic
curve and prove proposition (2.3).
Consider the completion of the imaginary quadratic field K at the inert
prime λ which lies above l.
First of all we claim that the p-torsion of E is rational over Kλ.
In fact we assumed in (2.3) that l was a Kolyvagin prime, which implies that
λ splits completely in K(Ep). From this we deduce that if γ is a prime of
K(Ep) above λ, then Fγ ≃ Fλ, so that

Ẽ(Fλ)p ≃ Ẽ(Fγ)p ≃ Z/pZ× Z/pZ.

Moreover from (0.9) we have E(Kλ)p ≃ Ẽ(Fλ) and so the claim.
In this situation the spaces involved in the pairing (2.11) have each dimen-
sion 2 over Z/pZ. However we wish to work with spaces of dimension 1, so
we shall consider the action of complex conjugation on these spaces.
Recall that from proposition (2.6) we had Ep(Kλ)

± = Ẽ(Fλ)
±
p ≃ Z/pZ.

We shall show that there exists a similar decomposition for the spaces
E(Kλ)/pE(Kλ) and H1(Kλ, E)p.

Lemma 2.21. The eigenspaces (E(Kλ)/pE(Kλ))
± and H1(Kλ, E)±p for

Gal(Kλ/Ql) = Gal(K/Q) = {1, τ} each have dimension 1 over Z/pZ.

50



Proof. We have isomorphisms of Gal(Kλ/Ql)- modules:

E(Kλ)/pE(Kλ)
∼→ E(Kλ)p and H1(Kλ, E)p

∼→ Hom(µp, Ep).

From the congruence l + 1 ≡ 0 mod p we deduce that

µp(Kλ) = µp(Kλ),

in fact from Hensel’s lemma we can look for the p-roots of unity defined over
Kλ in Fλ, which contains them all since p divides l2 − 1, the order of F×

λ .
Moreover, since p does not divide l−1, p is odd, µp(Ql) = {1}, which implies

µp(Kλ) = µp(Kλ)
−.

So we have Hom(µp, Ep) ≃ E(Kλ)p as groups, but with reversed action, i.e.

H1(Kλ, E)±p ≃ Hom(µp, Ep)
± ≃ E(Kλ)

∓
p .

Proposition 2.22. The pairing 〈·, ·〉 of (2.11) induces non-degenerate pair-
ings of one dimensional Z/pZ-vector spaces

〈·, ·〉± : (E(Kλ)/pE(Kλ))
± ×H1(Kλ, E)±p −→ Z/pZ.

In particular if dλ 6= 0 lies in H1(Kλ, E)±p and sλ ∈ (E(Kλ)/pE(Kλ))
±

satisfies 〈sλ, dλ〉 = 0, then sλ ≡ 0 mod pE(Kλ).

Proof. It suffices to check that the + and − eigenspaces for complex conju-
gation are orthogonal under 〈·, ·〉.
Tate’s pairing satisfies 〈cτ1 , cτ2〉 = 〈c1, c2〉τ = 〈c1, c2〉, since τ acts trivially on
H2(Kλ, µp) ≃ Z/pZ, so the result follows.

Now we shall apply the preceding considerations to classes which belong
to the p-Selmer group of the elliptic curve E, but for the proof we need to
recall a result from global class field theory.

Theorem 2.23. Given a number field K, recall that for a field L the Brauer
group is defined as Br(L) = H2(L,L

×
). There exists the following short

exact sequence:

0 → Br(K) −→
⊕

v

Br(Kv) −→
Q

Z
→ 0,

where the first map is a product of restriction maps and the second one is
the summation over the local invariants invv : Br(Kv)

∼−→ Q/Z and possibly
inv∞ : Br(R)

∼→ 1/2Z/Z.
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Proposition 2.24. Assume that a class d ∈ H1(K,E)±p is locally trivial

at all places v 6= λ, but that dλ 6= 0 in H1(Kλ, E)±p . Then for any class

s ∈ Sel(E/K)±p ⊂ H1(K,Ep)
± we have sλ = 0 in H1(Kλ, Ep)

±.

Proof. The restriction sλ ∈ H1(Kλ, Ep)
± of s lies in (E(Kλ)/pE(Kλ))

±, by
definition of the p-Selmer group. So by proposition (2.22) we only need to
check that 〈sλ, dλ〉 = 0 to conclude the proof.
To do this, lift d ∈ H1(K,E)p to an element c ∈ H1(K,Ep), which is well
defined modulo E(K)/pE(K). Consider the global pairing 〈s, c〉K induced
by cup product and Weil pairing, which is construction in the same way as
in (2.10), but in this case K is a number field and not a local field. The
image 〈s, c〉K lies in H2(K,µp) = Br(K)p. So from theorem (2.23) we deduce
that if we push 〈s, c〉K to Q/Z we obtain zero, i.e.

∑

v

invv(〈sv, cv〉) = 0,

but we already know from the hyphothesis that 〈sv, cv〉 = 0 for every v 6= λ,
since dv = 0 in H1(Kv, Ep). So this implies that

∑

v

invv(〈sv, cv〉) = 〈sλ, cλ〉 = 〈sλ, dλ〉 = 0.

Now we wish to use the cohomology classes d = d(n) ∈ H1(K,E)p, con-
structed in section (2.4), to bound the order of Selp(E/K), but before we
need a few more Galois cohomology computations.

Call L := K(Ep) and recall that we have assumed:

G := Gal(L/K) = Gal(Q(Ep)/Q) ≃ GL2(Z/pZ).

Proposition 2.25. Hn(G, Ep) = 0 for all n ≥ 0 and restriction induces an
isomorphism:

Res: H1(K,Ep)
∼→ H1(L,Ep)

G = HomG(Gal(Q/L), Ep)

Proof. G ≃ GL2(Z/pZ) has a central subgroup Z isomorphic to (Z/pZ)×

which acts as homotheties on the torsion points Ep.
Since p is odd Z 6= {1}, so that EZp = H0(Z,Ep) = 0, moreover since Z has

order p− 1, which is prime to p, we also have Hi(Z,Ep) = 0 for all i > 0.
We can now consider the Hochshild-Serre spectral sequence:

Hm(G/Z,Hn(Z,Ep)) ⇒ Hm+n(G, Ep)
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to conclude that Hn(G, Ep) = 0 for all n ≥ 0.
On the other hand we have another spectral sequence induced by G ≤
Gal(K/K):

0 → H1(G, Ep) Inf−→ H1(K,Ep)
Res−→ H1(L,Ep)

G −→ H2(G, Ep).

The vanishing of Hn(G, Ep) for n = 1, 2 gives us the isomorphism in the
proposition.

From the last proposition we deduce that there exists a pairing:

[·, ·] : H1(K,Ep)×Gal(Q/L) −→ Ep

which satisfies for all σ ∈ G: [s, σ(ρ)] = σ([s, ρ]) for all s ∈ H1(K,Ep), ρ ∈
Gal(Q/L) and is such that if [s, ρ] = 0 for all ρ ∈ Gal(Q/K) then s = 0.
Now let S ⊂ H1(K,Ep) be a finite subgroup, we shall eventually apply this
reasoning to S = Selp(E/K). Let

GalS(Q/L) := {ρ ∈ Gal(Q/L)| [s, ρ] = 0 for all s ∈ S} (2.12)

and let LS be the fixed field of GalS(Q/L).
Then LS is a finite normal extension of L.

Lemma 2.26. There is an induced pairing

[·, ·] : S ×Gal(LS/L) −→ Ep,

which is non-degenerate and which induces an isomorphism of G = Gal(L/K)-
modules:

Gal(LS/L)
∼−→ Hom(S,Ep),

as well as an ismorphism of Gal(K/Q)-modules:

S
∼−→ HomG(Gal(LS/L), Ep).

Proof. We have the following injections, which follow from the definition of
LS and proposition (2.25),:

Gal(LS/L) →֒ Hom(S,Ep). (2.13)

and
S →֒ HomG(Gal(LS/L), Ep). (2.14)

We wish to show that they are actually isomorphisms, let us compute di-
mensions.
If r = dimZ/pZ(S), from (2.13) we deduce that Gal(LS/L) is a G-submodule
of Hom(S,Ep) ≃ Erp . Ep is a simple G-module, then Erp is semi-simple. Any

53



submodule of a semi-simple module is semi-simple, so we have an isomor-
phism:

Gal(LS/L)
∼−→ Esp for some s ≤ r.

Hence:
HomG(Gal(LS/L), Ep) ≃ (Z/pZ)s

since HomG(Ep, Ep) ≃ Z/pZ, in fact G is the full group of automorphisms of
L = K(Ep) and so the only automorphisms which commute with all of the
others are the scalars.
This group contains S ≃ (Z/pZ)r by (2.14), so we must have s ≥ r which
implies s = r and the proof.

We would now like to apply lemma (2.26) to S = Selp(E/K).
For simplicity of notation let M = LS and H = Gal(M/L) = Gal(LS/L).
Since we eventually want to get to the proof of proposition (2.3), let yK ∈
E(K), as in (1.11), have infinite order and let it not be divisible by p in
E(K)/E(K)tors, δyk ∈ Selp(E/K) is its non-zero image inside the p-Selmer
group.
Let I be the subgroup of H which fixes the subfield L(1pyK).
We have the following field diagram:

M

I

H ≃ Hom(Selp(E/K), Ep) L(1pyK)

Ep
L = K(Ep)

G ≃ Aut(Ep)

K

Q

Let τ be a fixed lifting of complex conjugation in Gal(M/Q) and let H+

and I+ denote the +1 eigenspaces for τ in H and I.

Lemma 2.27. H+ = {(τh)2 : h ∈ H}, I+ = {(τi)2 : i ∈ I} and H+/I+ ≃
Z/pZ.

Proof. We have H+ = Hτ+1. Indeed clearly Hτ+1 ⊂ H+, since (Hτ+1)τ−1

=
Hτ2−1 = id implies Hτ+1 ⊂ H+, and, since p is odd and H is a Z/pZ-
vector space, 2 is an automorphism of H which implies that if h ∈ H+ then

h = (h1/2)
τ+1

so that h ∈ Hτ+1. Then we have

H+ = Hτ+1 = {(τh)2 : h ∈ H},
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since τ−1 = τ . The same reasoning works for I+. Finally H+/I+ =
(H/I)+ = E+

p ≃ Z/pZ.

Proposition 2.28. Let s ∈ Selp(E/K)±.
Then the following are equivalent:
a. [s, ρ] = 0 for all ρ ∈ H,
b. [s, ρ] = 0 for all ρ ∈ H+,
c. [s, ρ] = 0 for all ρ ∈ H+ \ I+,
d. s = 0.

Proof. d. ⇔ a. from lemma (2.26) and clearly a.⇒ b. ⇒ c.
So it suffices to prove c.⇒a.
Since s : H+ → Ep is a group homomorphism and I+ 6= H+, the fact that s
vanishes on H+ \ I+ implies that it vanishes on the entire group H+. Let us
suppose that s ∈ Selp(E/K)+, then s induces a G-homomorphism H → Ep,
see (2.14), which maps H+ → E+

p and H− → E−
p . If s vanishes on H+,

the image s(H) is therefore contained in E−
p , but s(H) is a G-submodule of

the simple G-module Ep, so if s(H) 6= Ep we must have s(H) = 0, which
implies a. The same reasoning is valid for s ∈ Selp(E/K)− with + and −
reversed.

Now let λ be a prime of K which does not divide N · p. Then λ is un-
ramified in M/K; we assume further that λ splits completely in L/K and
let λM be a prime of M above λ. Let FrλM be the Frobenius substitution
of the prime λM in Gal(M/K), then FrλM ∈ H ≃ Hom(Selp(E/K), Ep and
the G-orbit of λM depends only on λ, call it Frob(λ). By definition we will
write [s,Frob(λ)] = 0 if and only if [s, ρ] = 0 for every ρ ∈ Frob(λ).

Proposition 2.29. For s ∈ Selp(E/K) ⊂ H1(K,Ep) the following are equiv-
alent:
a. [s,FrλM/λ] = 0.
b. [s,Frob(λ)] = 0.
c. sλ = 0 in H1(Kλ, Ep).

Proof. The pairing of lemma (2.26) satisfies:

[s, σ(ρ)] = σ([s, ρ]) for all σ ∈ G,

so clearly a. is equivalent to b., since by definition Frob(λ) is the G-orbit of
FrλM/λ.

Now consider the element Pλ ∈ E(Kλ)/pE(Kλ) which image in H1(Kλ, Ep),
through the injection E(Kλ)/pE(Kλ) →֒ H1(Kλ, Ep), is sλ ∈ Selp(E/K),
then, by definition, 1

pPλ ∈ E(MλM ). We have:

[s,FrλM/λ] = FrλM/λ(
1

p
Pλ)−

1

p
Pλ in E(MλM ) = E(M)p
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Hence [s,FrλM/λ] = 0 if and only if 1
pPλ ∈ E(Kλ) if and only if Pλ ∈ pE(Kλ)

if and only if condition c. holds.

We now finally turn to the proof of proposition (2.3). Recall that the
Heegner point yK = P1 lies in the ǫ-eigenspace for complex conjugation
on E(K)/pE(K), where ǫ is the eigenvalue of the Fricke involution on the
newform f associated to E. Hence δyK ∈ Selp(E/K)ǫ.

Lemma 2.30. Selp(E/K)−ǫ = 0.

Proof. Assume that s ∈ Selp(E/K)−ǫ. To show that s = 0 it suffices, by
proposition (2.28), to show that [s, ρ] = 0 for every ρ ∈ H+\I+. An element
of H+ is of the form (τh)2, for some h ∈ H, by proposition (2.27).
Let l be a prime which is unramified in the extension M/Q and such that
there is a factor λM above it in M , whose Frobenius substitution equals τh
in Gal(M/Q). The density of such primes is positive by Chebotarev density
theorem and so we can always find a prime satisfying that condition. Then
(l) = λ is inert in K and λ splits completely in L. The Frobeniius substi-
tution of FλM /Fλ is equal to (τh)2, so to prove that [s, ρ] = [s, (τh)2] = 0
if suffices, by proposition (2.29), to show that sλ ≡ 0 in H1(Kλ, Ep). Let
c(l) ∈ H1(K,Ep) and d(l) ∈ H1(K,E)p be the cohomology classes con-
structed in section (2.4). By proposition (2.13) both classes lie in the −ǫ-
eigenspace for complex conjugation and, by proposition (2.14),d(l) is locally
trivial except at λ. We claim that d(l)λ 6= 0 in H1(K,E)p. Indeed, by propo-
sition (2.16), d(l)λ = 0 if and only if yK = P1 ∈ pE(Kλ), or equivalently
if and only if the prime λ splits completely in the extension L(1pyK). Since

FrλM/λ = ρ is not in I+ = I ∩ H+ by hyphothesis, this splitting does not
occur. So we can apply propostion (2.28) to deduce that s ∈ Selp(E/K)−ǫ

is such that s = 0.

Now we are going to put together some results that we have mostly
already proved in a proposition:

Proposition 2.31. Assume that yK , as in (1.11), is not divisible by p in
E(K)/E(K)tors. Let l be a prime which is unramified in the extension
M/Q and such that there is a factor λM above it in M , whose Frobenius
substitution equals τh in Gal(M/Q), for some h ∈ H. Then (l) = λ is inert
in K and λ splits completely in L = K(Ep).
The following are equivalent:
a. c(l) ≡ 0 in H1(K,Ep),
b. c(l) ∈ Selp(E/K) ⊂ H1(K,Ep),
c. Pl is divisible by p in E(Kl),
d. d(l) ≡ 0 in H1(K,E)p,
e. d(l)λ ≡ 0 in H1(Kλ, E)p,
f. P1 = yK is locally divisible by p in E(Kλ),
g. h1+τ lies in the subgroup I+ = H+ ∩ I of H+.
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Proof. a. ⇔ b., since c(l) ∈ H1(K,Ep)
−ǫ, by (2.13) and Selp(E/K)−ǫ = 0

by lemma (2.30).
a. ⇔ c. by proposition (2.11). Always by proposition (2.11) since (E(K)/pE(K))−ǫ,
by (2.30), we have c(l) ≡ 0 ⇔ d(l) ≡ 0 which means a. ⇔ d.
Since d(l) is locally trivial except perhaps at λ and X(E/K)−ǫp = 0, by
(2.30), we have d. ⇔ e. and e. ⇔ f., by (2.16).
Finally g. ⇔ e., since 1

p ∈ E(Kλ) is equivalent to the fact that λ splits

completely in L(1pyk)/K, which is equivalent to the fact that the Frobe-

nius substitution of the prime λM above λ in M/K is in I+, but FrλM/λ =
(τh)2 = h1+τ , so we are done.

Recall proposition (2.3).

Proposition. Let p be an odd prime such that the extension Q(Ep)/Q has
Galois group isomorphic to GL2(Z/pZ) and assume that p does not divide yK
in E(K) modulo E(K)tors. Then the group Selp(E/K) is cyclic generated
by δ(yK).

The only thing we are missing is now:

Proposition 2.32. Selp(E/K)ǫ ≃ Z/pZ · δyK .

Proof. Let s ∈ Selp(E/K)ǫ. To show that s is a multiple of δyK it suffices to
show that [s, ρ] = 0 for all ρ ∈ I, for then s ∈ HomG(H/I,Ep) ≃ Z/pZ · δyK .
By the argument in proposition (2.28), which used the fact that Ep is simple
as a G-module, it is enough to show that [s, ρ] = 0 for all ρ ∈ I+. These
elements have the form ρ = (τi)2, for i ∈ I, by proposition (2.27).
Let l′ be a prime such that c(l′) is non trivial in H1(K,Ep); by proposition
(2.31) condition g., we may obtain such an l′ by imposing the condition that
its Frobenius substitution is conjugate to τh ∈ Gal(M/Q), where h ∈ H
and h1+τ /∈ I+. Then c(l′) is not in Selp(E/K), by condition b. of the
same proposition, so the extension L′ = L〈c(l′)〉, constructed as in (2.26), is
disjoint from the extension M/L. A prime ideal lOK = λ in K, which splits
completely in L, is split completely in L′ if and only if Kλl′

= Kλ for every
prime λl′ lying above λ in L′. If we call Pl′ ∈ E(K) the element such that
δ(Pl′) = c(l′), then L′ = L(1pPl′). So λ ∈ K is split completely if and only if
1
pPl′ ∈ E(Kλl′

) is actually already in E(Kλ), i.e. if and only if Pl′ ∈ pE(Kλ)
which means E(Kλl′

) = Kλ for every λl′ .
Now let l be a prime whose Frobenius substitution is conjugate to τi in
Gal(M/Q), with i ∈ I, and to τj in Gal(L′/Q), where j ∈ Gal(L′/L) satisfies
j1+τ 6= 1. These conditions may be satisfied simultaneously, indeed we know
that M ∩ L′ = L.
We claim that the class d(ll′) ∈ H1(K,E)ǫ is locally trivial for all places
v 6= λ, but that d(ll′)λ 6= 0.
Local triviality at primes v 6= λ, λ′, where λ′ = l′OK , comes from proposition
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(2.14). Since i ∈ I, the global class c(l) is zero by (2.31), and so by condition
c. Pl is divisible by p in E(Kl). Hence it follows directly from proposition
(2.16) that d(ll′)λ′ = 0. Finally d(ll′)λ is trivial if and only if P ′

l is locally
divisible by p in E(Kλ), but this implies that λ splits in L′, or equivalently
that (τj)2 = j1+τ = 1, which contradicts the hyphothesis on j.
We may now apply proposition (2.24) to conclude that sλ = 0, consequently

[s, ρ] = [s, (τi)2] = 0.

Since, choosing l′ ad hoc, this argument works for any ρ ∈ I+ we have shown
that s(I+) = s(I) = 0.
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