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Introduction

Let A be a complete discrete valuation ring with residue characteristic p > 0,
and K the field of fractions of A. Let L be a finite Galois extension of K of
Galois group G, and B the integral closure of A in L.

The associated order R of B is defined as the subring of the group ring
K[G],

R := {x ∈ K[G] : xB ⊆ B}.

An important question in Galois module theory is concerned with the struc-
ture of B as an R-module. Although the theory is complete for tamely
ramified extensions, when we know R = A[G] and B is R-free (see Theorem
1.1.3), there is still no general answer about the freeness of B over R for
wildly ramified extensions (see [17] for a survey about this field of study).

Our work deals with a particular aspect of this problem. Assume L/K
is totally ramified of degree p > 0 equal to the residue characteristic of K
(hence the extension has ramification index p and the corresponding exten-
sion of residue fields is of degree 1). We denote by σ a generator of the Galois
group G.

In [3] and [4], F. Bertrandias, J.-P. Bertrandias and M.-J. Ferton give a
criterion for B to be R-free, in the unequal characteristic case, i.e. when
charK = 0. On the other hand, in the equal characteristic setting, namely
when charK = p, a criterion for freeness is achieved by A. Aiba in [1]; his
result is then extended in [6] by B. de Smit and L. Thomas: after defining
combinatorial objects related to certain properties of the ramification of the
extension, they give a combinatorial description of B and R as modules over
A, and determine explicit generators for B over R, even in the non-free case.

In this thesis, we shall investigate whether the same approach is applica-
ble in the unequal characteristic framework and adapt, as much as possible,
the results achieved in [6] to our context.

There are two main issues which distinguish the two cases and do not
allow a complete standardization of the theory. First, when charK = p, we
have (σ − 1)p = σp − 1 = 0, which permits to equip L (resp. B) with the
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structure of a graded module over K[G] (resp. A[G]); this property, which
we have to give up in the unequal characteristic case, simplifies a lot the na-
ture of the objects at issue. Secondly, depending on the characteristic of K,
the ramification groups and jumps of the extension (see Chapter 1.2) have
completely different properties. In particular, when charK = 0 the unique
ramification jump t of the extension is bounded in terms of the absolute ram-
ification index of K, and the case in which it is “very close” to the bound
(“almost maximally ramified case”) turns out to be more delicate and re-
quires to be treated separately.

The thesis has four chapters.
The first one recalls some preliminary notions about Galois module struc-

ture theory and ramification theory; moreover, it introduces the combinato-
rial tools we need, and discusses some of their properties.

In the second chapter, we describe the structure of B and R considered as
A-modules. We will see that, despite the deep differences between the equal
and unequal characteristic settings, it is possible to give similar A-bases for
B and R, in the two cases. Until this point indeed, we quite manage to
control the divergence related to the characteristic of the base field.

The third chapter is concerned with the nature of R as a ring; in partic-
ular we wonder whether it is local. This question plays a crucial role when
attacking the problem of the R-freeness of B: de Smit and Thomas, in [6],
use the fact that, when charK = p, the associated order is a local ring. In
characteristic 0, this does not need to be true, and it is exactly at this point
that the notion of almost maximal ramification intervenes: in the chapter we
prove that R is local if and only if the extension L/K is not almost maximally
ramified, and we determine the nature of R/J(R), where J(R) denotes the
Jacobson radical of R, for almost maximally ramified extensions.

In the last chapter, we eventually investigate the structure of B over R,
assuming charK = 0. We will see that, in the not almost maximally ramified
case, the same criterion for B to be R-free holding in the equal characteristic
setting is still valid: B is R-free if and only if s|p − 1, where s is the re-
mainder of the division by p of the ramification jump t (see Definition 1.2.2).
We also determine a minimal set of R-generators for B when it is not free.
When the extension is almost maximally ramified instead, s dividing p − 1
is a sufficient but not necessary condition for B to be R-free. The follow-
ing theorem combines Proposition 4.1.1, Theorem 4.5.1 and Theorem 4.6.1,
which contain our main result; the set D′ appearing in the statement is a set
of integers contained in {1, . . . , p} and it is defined by combinatorial objects
which only depend on s (see (4.7)).
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Theorem. Assume the extension L/K is almost maximally ramified;
i) if s|p− 1 or s = 0, then B is free over R;
ii) if s - p − 1, then the cardinality d of a minimal set of R-module

generators for B is d = #D′ − 1. In particular, B is R-free if and only if
#D′ = 2.

Hence, by extending to the unequal characteristic setting the techniques ex-
ploited by de Smit and Thomas, we manage not only to give a criterion for
freeness, but also to compute an explicit basis, or a minimal set of generators,
for B over its associated order.
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Chapter 1

Preliminaries

In this chapter, we shall review some definitions and results concerning Galois
module structure theory and the ramification theory of local fields. Further,
we are going to introduce some combinatorial objects which will play an
essential role in the development of our study.

1.1 Galois module structure theory:

first definitions and results

We start from a classical result, for the proof of which we refer to [11, VI.13,
Theorem 13.1].

Theorem 1.1.1 (Normal Basis Theorem). Let L/K be a finite Galois ex-
tension of fields with Galois group G. There exists x ∈ L such that a basis
for L over K is given by the Galois conjugates of x; in other words, L is a
free K[G]-module of rank 1. Such an x is called a normal basis generator of
L over K.

Before introducing the concept of normal integral basis, let us recall few
notions about local fields.

By a local field we mean a field K which is complete with respect to a
discrete valuation vK , that is a surjective group morphism vK : K× → Z,
and whose residue field is perfect. The ring of integers of K is the valuation
ring A = {x ∈ K : vK(x) ≥ 0}, whose fraction field is K, and the residue
field of K is A/p, where p denotes the unique maximal ideal of A, i.e. p =
{x ∈ K : vK(x) > 0}. An element πK ∈ K such that vK(πK) = 1 is called a
uniformizer of K.

Let L/K be a finite Galois extension of number fields or local fields with
Galois group G; let A and B be the rings of integers of K and L respectively;
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then the action of G induces on B a natural structure of A[G]-module (in
this sense, B is referred to as a Galois module).

From now on, if L/K is a finite Galois extension of number fields or local
fields, A ⊂ B will indicate the associated rings of integers, G the Galois
group.

Definition 1.1.2. A finite Galois extension L/K of number fields or local
fields is said to admit an integral normal basis if there exists an element
α ∈ L such that an A-basis for B is given by the Galois conjugates of α, or
equivalently, if B is a free A[G]-module of rank 1.

The existence of an integral normal basis turns out to be tightly related to the
ramification properties of the extension. Several results have been achieved
concerning the conditions an extension must satisfy in order to admit an
integral normal basis. We refer to [17], for a complete survey of this broad
theory.

However, in the context of local fields in which our work develops, the
following result, due to Emily Noether (see [12]), deserves to be mentioned.
We remind that a finite extension L/K of local fields is said to be tamely
ramified when its ramification index is prime to the residue characteristic of
K.

Theorem 1.1.3 (Noether’s criterion). Let L/K be a finite Galois extension
of local fields, with Galois group G. Then B is a free A[G]-module if and
only if the extension is tamely ramified.

Remark that for an extension L/K of number fields, if B is free as an A[G]-
module, then necessarily the extension L/K is tamely ramified, although
this condition is not sufficient. Indeed several examples of tame extensions
L/Q without integral normal basis have been explicitly given, among which
certain quaternion extensions. We refer again to [17] for more details.

Noether’s criterion suggests that another strategy is required in order to
determine the Galois module structure of B when the extension is wildly
ramified. One possible approach consists in considering B as a module over
a larger subring of K[G] than the group ring A[G]. This object is called the
associated order of B, that is why it seems appropriate to recall few notions
about orders.

Definition 1.1.4. Let A be a noetherian integral domain and F its quotient
field. Let E be a finite-dimensional F -algebra, V a finite-dimensional F -
vector space. A full A-lattice in V is a finitely-generated A-submodule M
in V such that F ·M = V , where F ·M is the set of finite sums

∑
ximi,

xi ∈ F,mi ∈ M . An A-order in E is a subring Λ of E such that Λ is a full
A-lattice in E.
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With the same notations as in the previous definition, for a full A-lattice M
in E, we define the left order of M as

Al(E,M) := {y ∈ E : yM ⊆M}

This is indeed an order (see [13, II.8]) and leads us to the next definition:

Definition 1.1.5. Let L/K be a finite Galois extension of number fields or
local fields; the associated order R of the ring of integers B of L is

R := Al(K[G], B) = {y ∈ K[G] : yB ⊆ B}.

By Theorem 1.1.1, B can be identified with an A-lattice in K[G] via the
isomorphism of K[G]-modules L ∼= K[G]. Hence, R is an A-order and, as an
A-module, it is free or rank [L : K]. Note that if G is abelian, R is isomorphic
to the ring EndA[G]B of A[G]-endomorphisms of B.

The following proposition shows that R is the only A-order over which B
can possibly be free, which explains why it makes sense to consider R instead
of A[G] in the wildly ramified case. Of course, when B is R-free, it is of rank
1 and the element α such that B = R ·α is a normal basis generator for L/K.

Proposition 1.1.6. Let L/K be a finite Galois extension of number fields
or local fields. If B is free over an A-order Γ in K[G], then Γ = R.

Proof. First note that, if B is a Γ-module, automatically Γ ⊆ R, by definition
of R. Suppose B is free over Γ with B = Γ · α for some α ∈ B. If x is in R,
then xα is in B by definition of R; hence xα = yα for some y ∈ Γ. We must
have x = y as α generates L as a free K[G]-module of rank 1, so x ∈ Γ.

In general, we have A[G] ⊆ R, with equality if and only if the extension
L/K is tamely ramified. This can be easily seen in the local case. Indeed,
by Theorem 1.1.3, if L/K is tamely ramified, it admits an integral normal
basis, which is equivalent to say that B is A[G]-free. By Proposition 1.1.6, R
is the only A-order over which B can be free; we deduce that R = A[G]. On
the other hand, if L/K is wildly ramified, one can show that the maximal
ideal p of A divides the ideal TrL/K(B) of A, (here Tr denotes the usual trace
map L → K and TrL/K(B) = {TrL/K(x), x ∈ B}). Therefore, if πK is a
uniformizer of K, we have 1

πK

∑
g∈G g ∈ R, which implies R 6= A[G].

The problem of determining the structure of R and discussing the freeness
of B over R in the wildly ramified case arises then naturally. These are the
questions that, in a certain specific context, will be mainly dealt with in this
thesis.

The following notions about ramification are also useful to our purposes.
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1.2 Ramification groups and jumps

For a complete treatment of this theory we refer to [14, Chapter IV].
Let L/K be a finite Galois extension of local fields with Galois group G;

assume that the extension of the associated residue fields is separable. Let
pL denote the maximal ideal of the ring of integers B of L.

Definition 1.2.1. For i ∈ Z≥−1 we define the i-th ramification group of L/K
as

Gi = {σ ∈ G such that σ(x)− x ∈ pi+1
L for all x ∈ B},

or equivalently

Gi = {σ ∈ G such that σ(x)/x ∈ 1 + pi
L for all x ∈ L×}. (1.1)

Note that we have a decreasing filtration of normal subgroups of G,

G−1 = G ⊇ G0 ⊇ G1 ⊇ . . . ⊇ Gn 6= Gn+1 = {1}, (1.2)

for some n ≥ −1.
The group G0 is called the inertia group and its order is the ramification

index eL/K : one can prove that, if Kunr is the largest unramified subexten-
sion of L over K, and H the subgroup of G fixing Kunr, then H = G0 (see
[14, IV.1, Corollary to Prop. 2]). Therefore the extension L/K is unramified
(totally ramified) if and only if the inertia group is trivial (G itself).

Further L/K is tamely ramified if and only if G1 = {1}. This is easy to
prove after considering two facts: first, G1 is a p-group, with p characteris-
tic of the residue field L̄ of L ([14, IV.2, Corollary 3]); secondly, the group
morphism G0 → L̄× given by σ 7→ u with u such that σ(πL) = uπL for a
uniformizer πL of L, induces an injection G0/G1 ↪→ L̄×.

Finally, the case charL̄ = 0 deserves a remark: for i ≥ 1, consider the
map Gi → L̄, σ 7→ a, where a ∈ B is such that σ(πL) − πL = aπi+1

L : this is
a group morphism which induces an injection Gi/Gi+1 ↪→ L̄; if charL̄ = 0,
then L̄ has no trivial finite subgroups, which yields Gi = Gi+1. As we must
get Gi = {1} at a certain i, we deduce G1 = {1}. Hence, if charL̄ = 0, the
extension L/K is at most tamely ramified, which explains why we do not
consider such a context when interested in certain behaviors of wild ramifi-
cation.

Instead, throughout this thesis, we will deal with local fields whose residue
field has characteristic p > 0. If K is such a field, then either K is a finite
extension of the p-adic numbers Qp, or it is a finite extension of the field of
formal power series Fp((t)), over the field of p elements. Call K̄ the residue
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field of K; the first case is referred to as the “unequal characteristic case”,
as charK = 0 and charK̄ = p, whereas by “equal characteristic case” we
indicate the second context, since charK = charK̄ = p.

In the framework of ramification theory, we shall also introduce the con-
cept of ramification jump.

Definition 1.2.2. Consider the filtration in (1.2); the integers t ≥ −1 such
that Gt 6= Gt+1 are called ramification jumps.

One can prove a number of results concerning the ramification jumps of
a totally ramified p-extension of local fields L/K, where p is the residue
characteristic of K; however, as we will only deal with extensions of degree
p, we will not need but some properties of the (unique) ramification jump
in this setup. The following proposition, for which we give here a sketch of
proof, fixes an upper bound for the ramification jump, whenever charK = 0.

Proposition 1.2.3. Suppose the extension L/K is totally ramified of degree
p > 0 equal to the residue characteristic of K. If the characteristic of K is
0, the unique ramification jump t of the extension L/K satisfies

− 1 ≤ t ≤ ap

p− 1
,

where a := vK(p) is the absolute ramification index of K.

Proof. Let πL be a uniformizer for the ring of integers B of L. Then, as
L/K is totally ramified, B is generated by πL over A, i.e. B = A[πL] (see
[14, I.6, Prop. 18]). Further, let DL/K denote the different of L/K and
f = Xp + a1X

p−1 + . . . + ap the minimal polynomial of πL over K, with
ai ∈ A. We have

DL/K = (f ′(πL))

([14, III.6, Corollary 2]). Now, f ′(πL) =
∑p

i=1 iap−iπ
i−1
L , with a0 = 1; as the

terms iap−iπ
i−1 have all different valuations vL modulo p, we get

vL(DL/K) = vL(f ′(πL)) = inf{vL(iap−iπ
i−1
L ), i = 1, . . . , p} (1.3)

≤ vL(pπp−1
L ) = ap+ p− 1.

On the other hand, one can also prove

vL(DL/K) =
∞∑
i=0

(#Gi − 1) = (p− 1)(t+ 1), (1.4)

(see [14, IV.2, Prop. 4]). The lemma follows by combining (1.3) and (1.4).
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We have also seen that, if L/K is wildly ramified, G−1 = G0 = G1 = G.
Hence we will always take the set {1, 2, . . . , ap/(p− 1)} as a range for t.

The proposition above together with the following one justify the defi-
nitions of maximal and almost maximal ramification, which are due to Ja-
cobinski (see [9]). The setting assumed is the same as in Proposition 1.2.3.

Proposition 1.2.4. If p|t, then t = ap/(p− 1); further K contains the p-th
roots of unity and there exists a uniformizer π of K, such that L = K(π1/p).

Proof. See [8, III.2, Prop. 2.3].

Definition 1.2.5. Let K be a local field of characteristic 0. The extension
L/K is said to be maximally ramified if t = ap/(p − 1); further, it is called
almost maximally ramified when t satisfies

ap

p− 1
− 1 ≤ t ≤ ap

p− 1
.

Chapter 3 will clarify the importance of this notion with respect to the ques-
tions we pose, and will give a characterization for this kind of extensions.

Before concluding this chapter, some combinatorial definitions.

1.3 The combinatorics involved

The description of the associated order that will be proposed in the next
chapter makes use of the same combinatorial objects introduced and ex-
ploited by de Smit and Thomas in [6]. We redefine them here and recall
some easy properties of theirs.

Let x ∈ R, 0 ≤ x < 1. For any integer i we define ai, εi as follows:

ai = dixe = inf{n ∈ Z : n ≥ ix}
εi = ai − ai−1

The sequences (ai)i∈Z and (εi)i∈Z satisfy the following properties:

Lemma 1.3.1. For all i, j, n ∈ Z, n ≥ 0, we have

|(εi+1 + . . .+ εi+n) − (εj+1 + . . .+ εj+n)| ≤ 1 (1.5)

an = ε1 + . . .+ εn = sup{εi+1 + . . .+ εi+n, i ∈ Z} (1.6)

Proof. Remark that, for i ∈ Z, n ∈ Z≥0, we have εi+1 + . . .+ εi+n = ai+n−ai.
On the one hand, ai + an ≥ ix+ nx, hence ai + an ≥ d(i+ n)xe = ai+n. On
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the other hand, ai+n− ai ≥ (i+n)x− ix− 1 = nx− 1, so ai+n− ai ≥ an− 1.
It follows that

an − 1 ≤ ai+n − ai ≤ an, (1.7)

which yields (1.5). Finally, proving (1.6) amounts to seeing that

0 ≤ (ε1 + . . .+ εn)− (εi+1 + . . .+ εi+n) ≤ 1,

or equivalently 0 ≤ an − (ai+n − ai) ≤ 1, which is clear by (1.7).

The following lemma holds for the sequence (εi) associated to a rational
number s/p ∈ [0, 1) with gcd(s, p)=1.

Lemma 1.3.2. The sequence ε2, . . . , εp−1 is a palindrome.

Proof. Remark that, as aj = j s
p
+ 1−{j s

p
} for all j ∈ Z, we have ai + ap−i =

s+ 1 for any integer i, 0 < i < p.
Hence, for 1 < i < p,

εi = ai − ai−1 = ap−i+1 − ap−i = εp−i+1,

which proves the lemma.

We can also associate to s/p a third sequence m1, . . . ,mp−1 defined by

mj = inf{εi+1 + . . .+ εi+j : 0 ≤ i < p− j}; (1.8)

notice that by Lemma 1.3.1, for 0 ≤ i < p, we have ai − mi ∈ {0, 1}. In
particular, if an = mn for some n ∈ {1, 2, . . . , p − 1}, then by Lemma 1.3.1
we must have

ε1 + . . .+ εn = εi+1 + . . . εi+n

for all i with 0 ≤ i < p− n. This easily yields the following

Lemma 1.3.3. For every n ∈ {1, . . . , p − 1}, we have an = mn if and only
if εi = εj for all i, j with 0 < i, j < p and i ≡ j modulo n. Then we call
n a sub-period of (ε); further, n is called a minimal sub-period of (ε), if no
proper divisor of n is a sub-period.

To conclude, it is worth mentioning a few other properties about sub-periods.
These are stated and proved in [6, Prop. 4]. For x ∈ Q, 0 < x < 1, let M(x)
be the set of minimal sub-periods of the sequence (ε) associated to x.

Proposition 1.3.4. Let x = s/p. If s divides p−1, then M(x) = {(p−1)/s};
otherwise we have p− 1 ∈ M(x).

We are now ready to get into the core of our work, starting with a description
of the ring of integers B of L and its associated order R as A-modules.
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Chapter 2

Bases for the ring of integers
and its associated order

Throughout all this chapter, K denotes a local field of characteristic 0 and
residue characteristic p > 0; let π = πK be a uniformizer of K. Further, L is a
totally ramified Galois extension ofK, whose Galois group G is cyclic of order
p (hence the ramification index of the extension is p, and the corresponding
extension of residue fields is of degree 1). We denote by A and B the valuation
rings of K and L respectively, by R the associated order of B, according to
Definition 1.1.5. Call t the unique ramification jump of L/K, a the absolute
ramification index of K (i.e. a = vK(p)), σ a generator of G. Let s ∈
{0, . . . , p− 1} and k ∈ Z≥0 be such that t = pk + s.

The goal of this chapter is to give bases for B and R as A-modules: we
want these bases to be as close as possible to the ones given by de Smit and
Thomas in [6, Prop. 3] in the equal characteristic setup.

2.1 A normal basis generator

By Theorem 1.1.1, we know that L is free of rank 1 as a K[G]-module. Our
first step consists in finding a suitable normal basis generator of L. We first
recall a criterion for any x ∈ L to be a normal basis generator.

Proposition 2.1.1. Suppose p - t. In the setting described above, any el-
ement x ∈ L of valuation vL(x) ≡ t mod p is a normal basis generator of
L/K.

The proof requires two preliminary lemmas. For the first one we include here
the proof given in [8, III.2, Lemma 2.2]; the second one is proved below by
adapting an argument given by Thomas in [16, Lemma 8]. The notation in
the lemmas is the same as above.
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Lemma 2.1.2. For any α ∈ L, there exists a ∈ K such that

vL((σ − 1)α) = vL(α− a) + t.

Proof. Let πL be a uniformizer for L; since L/K is totally ramified, πL gen-
erates L over K; so let a0, . . . , ap−1 ∈ K be such that α = a0 + a1πL + . . .+
ap−1π

p−1
L . Set now β = σ(πL)/πL − 1; we have

σ(α)− α =

p−1∑
i=1

aiπ
i
L((1 + β)i − 1)

Further, from vL(β) = t > 0, we deduce that vL(aiπ
i
L((1 + β)i − 1)) are all

distinct, as vL((1 + β)i − 1) ≡ iβ mod πt+1
L . Therefore,

vL(σ(α)− α) = inf{vL(aiπ
i
L((1 + β)i − 1)), i = 1, . . . , p− 1}

= inf{vL(aiπ
i
Lβ), i = 1, . . . , p− 1}

= vL((α− a0)β) = vL(α− a0) + t.

The lemma holds with a := a0.

Lemma 2.1.3. For any α ∈ L such that p - vL(α), we have

vL((σ − 1)α) = vL(α) + t

Proof. Let πL be a uniformizer of L. For i ≥ 1 consider the i-th ramification
group Gi of L/K as defined in (1.1). We have that σ ∈ Gt if and only if
σx
x
− 1 ≡ 0 modulo πt

L, for all x ∈ L×. As Gt = G be definition of t,

vL((σ − 1)α) = vL

(
α
(σα
α
− 1

))
≥ vL(α) + t.

We now show that this is actually an equality. Let a0, . . . , ap−1 ∈ K be such
that α = a0 + a1πL + . . .+ ap−1π

p−1
L . By Lemma 2.1.2, we have

vL((σ − 1)α) = vL(α− a0) + t

Since p|vL(a0) and p - vL(α), the valuation vL takes different values on a0

and α, so that vL(α− a0) is either vL(α) or vL(a0). It suffices to notice that
vL(α − a0) = vL(a1πL + . . . + ap−1π

p−1
L ) is not divisible by p, to conclude

vL(α− a0) = vL(α).

Proof. (Proposition 2.1.1.) By assumption p does not divide vL(x); hence
Lemma 2.1.3 yields vL((σ − 1)x) = vL(x) + t. Moreover vL((σ − 1)ix) =
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vL(x)+ it, while vL((σ− 1)i−1x) is not a multiple of p. Now, if vL(x) ≡ t 6= 0
mod p, and in this case only, we can write

vL((σ − 1)ix) = vL(x) + it for 0 ≤ i ≤ p− 1.

To conclude, consider the set

N = {x, (σ − 1)x, . . . , (σ − 1)p−1x};

its elements are linearly independent since {vL((σ − 1)ix), 0 ≤ i ≤ p − 1}
is a complete set of residues modulo p. Hence N is a normal basis for the
extension L/K.

2.2 The ring of integers

Assume p does not divide the ramification jump t. Let x ∈ L be such that
vL(x) = −t(p− 1). By Proposition 2.1.1, we have L = K[G] · x.

We intend to determine a basis for B as an A-module, by exploiting the
normal basis just found for L over K.

Proposition 2.2.1. Consider the set

B = {ei = πdt(p−i)/pe(σ − 1)i−1x, 1 ≤ i ≤ p},

where dre denotes the smallest integer n such that n ≥ r, for any real r.
Then B is a basis for B as an A-module.

Proof. By our choice of x and by Lemma 2.1.3,

vL((σ − 1)i−1x) = −t(p− i).

Now we would like to write −t(p−i) in the shape aip+bi for suitable integers
ai, bi, with 0 ≤ bi ≤ p − 1. If brc denotes denotes the largest integer n such
that n ≤ r, after dividing by p we get

− t(p− i) = pb−t(p− i)/pc+ bi for some bi

= −pdt(p− i)/pe+ bi

as b−rc = −dre. It follows that vL(πdt(p−i)/pe(σ − 1)i−1x) = bi. Note that
{bi, 0 ≤ i ≤ p−1} = {0, . . . , p−1}, so that the vL(ei) are all different residues
modulo p. This implies that {ei}1≤i≤p is a basis for the A/p-vector space
B/pB, where p is the maximal ideal of A. As a consequence of Nakayama’s
Lemma (see [2, II, Prop. 2.8]), this yields the statement.
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The result in Proposition 2.2.1 can be reformulated in terms of the com-
binatorial sequences described in the previous chapter.

Write t = pk + s, with 1 ≤ s ≤ p (we are still assuming that p does not
divide t). We introduce here the sequences (εi), (ai), (mi) associated to s/p.
Then

dt(p− i)/pe = k(p− i) + d(p− i)s/pe = k(p− i) + ap−i;

from now on we will work on B, expressed as follows:

B = {ei = πk(p−i)+ap−i(σ − 1)i−1x, 1 ≤ i ≤ p} (2.1)

Remark that the choice we made for the valuation of the generator x has
allowed us to give for B over A an analogous basis to the one given in [6], in
the equal characteristic case. In that framework, a normal basis generator of
valuation vL equal to −t(p−1) came up after manipulating the Artin-Schreier
generator of the extension L/K; further, in K[G] with K of characteristic
p, we have (σ − 1)p = σp − 1 = 0, so L and B could be equipped with the
structure of graded K[G]-module and graded A[G]-module respectively. Of
course, this is what we cannot reproduce in the unequal characteristic case.

2.3 The associated order

Consider now the associated order R of B, as we defined it in Chapter 1:

R = {y ∈ K[G] : yB ⊆ B}

We would like to give a description of R as an A-module. As an intermediate
result, we prove the following

Lemma 2.3.1. Assume p - t. For a and σ as before, for x ∈ L with vL(x) =
−(p− 1)t, we have

vL((σ − 1)ix) =

{
−(p− 1− i)t if 0 ≤ i ≤ p− 1,

ap− (2p− 2− i)t if p ≤ i ≤ 2p− 2

Proof. The case 0 ≤ i ≤ p− 1 is an immediate consequence of Lemma 2.1.3,
so we are interested in the second part of the statement. First, we shall
compute the valuation vL of (σ − 1)px. Set z = σ − 1; then (z + 1)p = 1, so

zp = −pz(1 + n1z + n2z
2 + . . .+ np−3z

p−3 + zp−2),
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where each ni is a positive integer. By Lemma 2.1.3, vL(zx) = vL(x) + t >
vL(x); hence

vL(zpx) = vL(−pzx) = ap+ t+ vL(x)

which is equal to 2t modulo p. Thus, for p 6= 2, we have 2t 6= 0 modulo p and
we are allowed to write vL(zp+ix) = ap+ (i+ 1)t+ vL(x) = ap− (p− i− 2)t,
for 0 ≤ i ≤ p − 2, whence the result announced. If instead p = 2, then the
lemma is still true, since p ≤ i ≤ 2p− 2 only includes i = 2.

As before, s denotes the residue of t modulo p.

Theorem 2.3.2. Assume 0 < s < p; let (mi)0<i<p be the sequence defined
in (1.8), associated to s/p. Put m0 := 0. Then the set

R = {fi =
(σ − 1)i

πik+mi
0 ≤ i ≤ p− 1}, (2.2)

is a basis for the associated order R as an A-module.

Proof. First of all, we shall show that indeed fiej is in B, for all 0 ≤ i ≤ p−1,
1 ≤ j ≤ p and ej as in (2.1). If i + j ≤ p, the proof is the same as in the
equal characteristic case: set ϕ = (σ − 1)/πk and remark

ϕej = πk(p−j−1)+ap−j(σ − 1)j(x)

= πk(p−j−1)+ap−j−1+εp−j(σ − 1)j(x)

= πεp−jej+1

It follows that ϕiej = πεp−i−j+1+...+εp−jei+j. Therefore by definition of the
sequence (mi), we get that

fiej ∈ {ei+j, πei+j}. (2.3)

Of course then fiej ∈ B.
On the other hand, the case i + j > p is more tricky and peculiar of the

characteristic 0 environment. Assume then i+ j > p, say i+ j = p+ l, with
1 ≤ l ≤ p− 1; we have

fiej =
(σ − 1)i+j−1(x)

π(i+j−p)k+mi−ap−j
=

(σ − 1)p+l−1(x)

πlk+mi−ai−l
.

By Lemma 2.3.1, we can compute the valuation vL of fiej:

vL(fiej) = ap− (2p− 2− (p+ l − 1))t− p(lk +mi − ai−l) (2.4)

= ap− (p− 1)t+ ls− p(mi − ai−l)
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Since charK = 0, we have (p − 1)t ≤ ap (see Proposition 1.2.3) and, under
our initial assumption that p does not divide t, the inequality is strict, by
Proposition 1.2.4. So we can write ap = (p− 1)t+ n, with n ≡ s modulo p.
We find

vL(fiej) = n+ ls− p(mi − ai−l) ≥ (l + 1)s− p(mi − ai−l)

Our purpose is to show that the quantity on the RHS is non-negative (we will
actually see it is positive). First, we prove that mi− ai−l ≤ al+1− 1. Indeed,
if mi = ai, then εi+1 = ε1 = 1 (according to the terminology of Lemma 1.3.3,
i is a sub-period of (ε)), and ai + 1 = ai+1; hence

mi + 1 = ai+1 = ε1 + . . . εl+1 + εl+2 + . . .+ εi+1

≤ al+1 + ai−l

by Lemma 1.3.1, (1.6). If instead mi + 1 = ai, then

mi + 1 ≤ ai+1 ≤ al+1 + ai−l

Further, al+1 − 1 = d(l + 1)s/pe − 1 < (l + 1)s/p. Therefore

mi − ai−l ≤ al+1 − 1 < (l + 1)s/p, (2.5)

which gives what we wanted. This proves that, for every i, j, we have
vL(fiej) ≥ 0, or in other words,

p−1⊕
i=0

Afi ⊆ R. (2.6)

It remains to prove this inclusion is an equality. For this, let

θ :=

p−1∑
i=0

xifi, xi ∈ K

and suppose θ ∈ R; we want to show that xi is in A for all i. Let i0 be the
largest index i for which xi is non-zero; assume first i0 6= 0, p − 1. Consider
v ∈ {0, . . . , p− 1− i0} such that

mi0 = εv+1 + . . .+ εv+i0

In fact, we can assume v ∈ {1, . . . , p−1− i0}: if v = 0, then ai0 = mi0 , hence
i0 is a sub-period for (ε) and ε1 + . . .+ εi0 = ε2 + . . .+ εi0+1.
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We shall consider the action of θ on εv. We have

θev =
∑

xifiev (remark i+ v < p for all i)

=
∑

xiπ
k(p−v−i)+ap−v−mizv+i−1x

=
∑

xiπ
ap−v−ap−v−i−miπk(p−v−i)+ap−i−vzv+i−1x

=
∑

πεp−v−i+1+...+εp−v−mixiev+i

Now, by Lemma 1.3.2, εj = εp+1−j for all j with 2 ≤ j ≤ p− 1. Hence we get

θev =
∑

πεv+i+...+εv+1−mixiev+i

=
∑
i<i0

πεv+i+...+εv+1−mixiev+i + xi0ev+i0

Since the ej, 1 ≤ j ≤ p, form an A-basis for B, we deduce xi0 ∈ A. By (2.6),
we know xi0fi0 ∈ R; thus we can reproduce the same argument for θ− xi0fi0

and eventually conclude xi ∈ A for all i.
Finally, let us show that we can assume i0 6= 0, p − 1. If i0 = 0, then

θ = x0, which is obviously in R if and only if x0 ∈ A; on the other hand, if
i0 = p− 1, then

θe1 =
∑

i<p−1

xifie1 + xp−1fp−1e1

=
∑

i<p−1

xifie1 + xp−1ep

This implies xp−1 ∈ A and for θ′ := θ − xp−1fp−1 we have i0 < p− 1.
The proof is now complete.

Provided that p - t if charK = 0, we have obtained that R is an A-basis
for R both if the characteristic of K is 0 and p (see [6, Prop. 3]). Again,
the same remark we made for B holds: when passing to the characteristic 0
case, we lose the grading on R.

We are now going to investigate the structure of the associated order R
as a ring.
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Chapter 3

The structure of the associated
order as a ring

We consider the same setting as at the beginning of Chapter 2. Besides the
notation already introduced, we shall denote by p the maximal ideal of A
and by K̄ = A/p the residue field of A.

In [6, Theorem 4], De Smit and Thomas find the minimal number of R-
module generators for B, in the equal characteristic environment in which
they work. The proof of this theorem exploits the fact that the associated
order R is a local ring (see [15, Prop. 5.10]).

Our goal now is to prove an analogous result, in the unequal characteristic
framework. It is then natural to wonder whether R is local in this case too.
We will find out that it is local if and only if the extension L/K is not almost
maximally ramified, which will make possible, at least under this assumption,
to generalize in a way the results holding when charK = p.

We recall that the extension L/K is said to be almost maximally ramified
(a.m.r.) when the unique ramification jump t satisfies

ap

p− 1
− 1 ≤ t ≤ ap

p− 1
, (3.1)

with a := vK(p) the absolute ramification index of the extension.

3.1 Is R a local ring?

Theorem 3.1.1. The associated order R is a local ring if and only if the
extension L/K is not a.m.r..

Different strategies will be applied to prove the two directions of the equiv-
alence: the non-localness of R when L/K is a.m.r. will follow from the ex-
istence of nontrivial idempotents in R, which will make of R a disconnected
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ring; on the other hand, when the extension is not a.m.r., we will exploit
the basis for R as an A-module, which we have previously determined, and
conclude that R is local as all its A-module generators, except f0 = 1, are
topologically nilpotent.

The following lemmas contribute to the proof of Theorem 3.1.1.

Lemma 3.1.2. Let

e =
1

p

p−1∑
i=0

σi

Then e ∈ K[G] is idempotent, and R contains it if and only if (3.1) holds.

Proof. It is easy to check that e satisfies e2 = e, namely that e is idempotent.
Consider the usual A-basis for R:

R =
{
fi =

(σ − 1)i

πik+mi
, for 0 ≤ i ≤ p− 1

}
Remark that fp−1 = (σ − 1)p−1/πnp−1 , where np−1 = (p− 1)k + s. Therefore
e belongs to R if and only if the absolute ramification index a = vK(p) is at
most np−1. This condition is equivalent to (3.1): indeed,

(3.1) ⇐⇒ ap ≤ t(p− 1) + p− 1 ⇐⇒ ap ≤ (pk + s+ 1)(p− 1)

⇐⇒ a ≤ k(p− 1) + (s+ 1)(1− 1/p)

⇐⇒ a ≤ k(p− 1) + s = np−1.

Remark 3.1.3. In fact, the condition a ≤ np−1 implies a = np−1 = k(p−1)+s;
indeed, as ap ≥ (p− 1)t (Proposition 1.2.3), we also have

a ≥ (p− 1)k + (p− 1)s/p =⇒ a ≥ (p− 1)k + s;

hence we have a = k(p− 1) + s if and only if L/K is a.m.r..

Our next step consists in establishing a link between the existence of non-
trivial idempotents in a ring and the connectedness of its spectrum (for this
topic, we refer the reader to [7, p. 54, 85]). Let us remind few definitions.

Definition 3.1.4. Let R be a commutative ring with identity (as we will
always assume here). The spectrum of R, denoted Spec(R), is the set of all
prime ideals of R. Moreover, for any ideal I of R, we define

Z(I) := {prime ideals of R containing I}.
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It is well-known that Spec(R) can be given a topological structure, whose
closed sets are the Z(I), for I ideal of R. This topology is called the Zariski
topology.

Definition 3.1.5. A ring R is said to be disconnected if its spectrum Spec(R)
is disconnected with respect to the Zariski topology.

These items are enough to prove the following

Lemma 3.1.6. If a ring R contains a nontrivial idempotent, then R is dis-
connected. Furthermore, R is not local.

Remark 3.1.7. The reverse implication of the first statement in Lemma 3.1.6
is true as well. Nevertheless, it is a result we will not need.

Proof. Let e ∈ R be such that e 6= 0, 1 and e2 = e. Of course, 1− e ∈ R has
these properties too. Set then

X1 = {prime ideals of R containing e}
X2 = {prime ideals of R containing 1− e}

We claim that, for i = 1, 2, we have Xi 6= ∅, Xi 6= Spec(R) and Spec(R) is
the disjoint union of the Xi.

It is clear that the sets X1 and X2 are disjoint, since an ideal containing
both e and 1− e coincides with the whole ring R, which is not a prime ideal,
by definition. Further, both X1 and X2 are nonempty: by Zorn’s Lemma,
every ideal is contained in a maximal ideal; so the maximal ideal containing
Re (respectively R(1− e)) is an element of X1 (resp. X2).

It remains to show that the union of X1 and X2 gives the entire spectrum
of R. For this, take a prime ideal P of R. Since 0 = e(1 − e) is in P ,
either e or 1 − e must be in P by definition of prime ideal. This gives
Spec(R) = X1

⊔
X2.

The last assertion is then trivial.

Lemmas 3.1.2 and 3.1.6 prove one direction of the equivalence announced
in Theorem 3.1.1. The following definitions and intermediate results aim to
prove the remaining implication.

Definition 3.1.8. Let R be a topological ring. An element x ∈ R is said to
be topologically nilpotent if the sequence (xn)n≥0 converges to 0.

We shall now introduce a topology on the associated order R.
In general, if I is an ideal of a commutative ring A and M is an A-module,

one can equip M with a topology, called I-adic, such that a basis for the open
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sets is given by the m+ InM , for m ∈M and n ≥ 0 (see [2, Chapter X]).
In our setting, we take I = p, the maximal ideal of A; we equip the

A-module R with the p-adic topology. We remark that R is complete with
respect to this topology, since it is finitely-generated as an A-module and A
is noetherian (see [2, X, Prop. 10.13]).

Lemma 3.1.9. If fi ∈ R is topologically nilpotent for 1 ≤ i ≤ p− 1, then R
is a local ring.

Proof. Suppose fn
i −→ 0 as n −→ ∞. By definition, this means that for all

positive integer N , there exists n0 > 0 such that fn
i ∈ pNR for all n > n0.

As it is easy to see, this is equivalent to say that the power series
∑∞

n=0 f
n
i

converges. We now have

(
∞∑

n=0

fn
i )(1− fi) = 1,

from which we deduce 1− fi ∈ R× (here R× denotes the set of units of R).
Analogously, for any r ∈ R we get 1− rfi ∈ R×.

We claim that fi belongs to all maximal ideals of R. Suppose there exists
a maximal ideal M of R such that fi /∈ M . Hence R = M + Rfi, and
m = 1 − rfi for some m ∈ M and r ∈ R. This is not possible since 1 − rfi

is a unit. Therefore, for all i ∈ {1, . . . , p− 1}, for all maximal ideal M ⊂ R,
we have Afi ⊂M .

Since R = ⊕p−1
i=0Afi and A local, it turns out that R admits a unique

maximal ideal

m := p⊕ Af1 ⊕ . . .⊕ Afp−1;

thus R is a local ring.

It remains to verify that the assumption of Lemma 3.1.10 holds when the
extension L/K is not a.m.r.; this is accomplished by the next lemma.

Lemma 3.1.10. When the extension L/K is not almost maximally ramified,
for 0 < i < p, the generators fi of the A-module R are topologically nilpotent.

Proof. Let x ∈ L be our favorite element of valuation vL(x) = −t(p−1). We
are going to show that, under (3.1),

vL(fn
i x) −→∞, as n −→∞.

First, we are interested in determining the valuation vL((σ − 1)mx) for any
positive integer m. This has already been done, in Lemma 2.3.1, for 0 ≤ m ≤
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p− 1 and for p ≤ m ≤ 2(p− 1), and these two cases were treated distinctly.
To extend this result, a similar argument will be useful: set z = σ − 1;

therefore (z + 1)p = 1, which yields

zp = −pz(1 + n1z + . . .+ np−3z
p−3 + zp−2), (3.2)

where each ni is a positive integer. Now, let us raise both sides of (3.2) to
the n-th power, for n ∈ Z≥2:

znp = (−p)nzn(1 + n1z + . . .+ np−3z
p−3 + zp−2)

n

=⇒ znp−n+1 = (−p)nz(1 + n1z + . . .+ np−3z
p−3 + zp−2)

n

Note this passage is allowed since K[G] = K[σ]/(σp − 1) is a reduced ring.
Then

vL(znp−n+1x) = nap+ vL(zx) = nap− t(p− 1) + t,

which implies, for j ∈ {0, . . . , p− 2}

vL(znp−n+1+jx) = nap+ vL(zj+1x)

= nap− t(p− 1) + (j + 1)t

Remark that for j = p− 2 we have vL(znp−n+1+jx) ≡ 0 modulo p.
So for any positive integer m, if j is the unique integer verifying (j −

1)(p− 1) < m ≤ j(p− 1), we get

vL(zmx) = (j − 1)ap− (j(p− 1)−m)t

Suppose now i ∈ {1, . . . , p − 1} and n ∈ Z≥0; let l ∈ Z be such that (l −
1)(p− 1) < in ≤ l(p− 1). Then

vL(fn
i x) = vL

( zin

πn(ik+mi)
x
)

= (l − 1)ap− (l(p− 1)− in)t− pn(ik +mi)

= l(ap− (p− 1)t) + n(is− pmi)− ap

≥ in
( ap

p− 1
− t+ s− p

mi

i

)
+ α, as l ≥ in/(p− 1),

with α a quantity independent of n. Now, the extension L/K is a.m.r. if and
only if ap = (p− 1)t+ s (see Remark 3.1.3); otherwise, ap ≥ (p− 1)t+ p+ s.
Thus, in this latter case,

vL(fn
i x) ≥ in

(p+ s

p− 1
+ s− p

mi

i

)
+ α

= inp
(s+ 1

p− 1
− mi

i

)
+ α.

24



We wonder whether

s

p− 1
− mi

i
≥ 0, (3.3)

or equivalently, if is ≥ (p− 1)mi. This is true, and it can be seen combina-
torially: view is as the number of εi equal to 1 in the string

S ′ : ε1, . . . , εp−1,︸ ︷︷ ︸
1

ε1, . . . , εp−1,︸ ︷︷ ︸
2

. . . , ε1, . . . , εp−1︸ ︷︷ ︸
i

Then reread S ′ as made of p− 1 substrings of length i: such substrings can
be either of the shape εn+1, . . . , εn+i with 0 ≤ n ≤ p− 1− i, or of the shape
εr, . . . , εp−1, ε1, . . . , εs, with s+ p− r = i. In the first case, the weight of the
substring is at least mi, where by weight of a string we mean the sum of its
terms. In the second case, by Lemma 1.3.2,

εr + . . . εp−1 + ε1 + . . .+ εs = as + ε2 + . . .+ εp+1−r

= as + ap+1−r − 1 ≥ as + εs+1 + . . .+ εi+1 − 1

= ai+1 − 1 = ε2 + . . .+ εi+1 ≥ mi

This explains (3.3). Therefore, for all i ∈ {1, . . . , p− 1}

vL(fn
i x) ≥ in+ α −→∞, as n −→∞,

which proves the lemma.

The four lemmas build the proof of Theorem 3.1.1. We can finally remark
that in the a.m.r. case, we would have,

vL(fn
i x) = inp

( s

p− 1
− mi

i

)
+ α,

and, in particular, vL(fn
p−1x) = α does not tend to infinity.

3.2 When R is not local, first part: p does

not divide t

In this section and in the next one, we would like to discuss the ring R, in the
almost maximally ramified case, when we know it is not local. In particular
we shall say something more about the maximal ideals of R and the structure
of the A/p-algebra R/J(R), where J(R) denotes the Jacobson radical of R
(that is the intersection of all its maximal ideals).
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Throughout this section, assume the extension L/K is almost maximally
ramified, but not maximally ramified, i.e. t 6= ap/(p − 1), or equivalently, p
does not divide t. Hence s 6= 0.

We just remarked that in this case at least two elements of the A-basis
of R, namely f0 and fp−1, turn out not to be topologically nilpotent. We
wonder if, and in which case, f0 and fp−1 are the only such elements. The
answer is given in Proposition 3.2.2, which is preceded by a combinatorial
lemma.

Lemma 3.2.1. If s does not divide p− 1, then the identity

s

p− 1
=
mi

i
(3.4)

occurs only at i = p− 1.

Proof. In Lemma 3.1.10, we saw that is ≥ (p−1)mi for any i with 0 < i < p.
If gcd(s, p−1) = 1, of course (3.4) cannot be achieved except at p−1. Suppose
then 1 < g := gcd(s, p− 1) < s and write

s

p− 1
=
r

q
with r =

s

g
, q =

p− 1

g

We shall exclude (3.4) for i ∈ {q, 2q, . . . , (g − 1)q}.
Assume that (3.4) does not hold for i = q, i.e. s/(p − 1) > mq/q; hence

r/q > mq/q and mq < r. This would suffice if g = 2, so suppose g ≥ 3.
Consider a substring of (ε), say εj+1, . . . , εj+q, with 1 < j < p−q, summing

to mq < r. If j + 2q < p, consider εj+1, . . . , εj+q, εj+q+1, . . . εj+2q (otherwise
take εj−(q−1), . . . , εj, εj+1, . . . , εj+q). We have

εj+1 + . . .+ εj+2q ≤ mq + aq < r + r = 2r.

This implies that m2q < 2r and m2q/2q � r/q = s/(p − 1). We can iterate
this argument and conclude that if (3.4) does not hold at i = q then mtq/tq <
s/(p− 1) for all t ∈ {2, . . . , g − 1}.

Therefore it remains to prove that the assumption about q is true. Re-
mark that, if we prove aq 6= mq, then s/(p − 1) > mq/q will follow. Indeed,
aq 6= mq yields

qs = number of 1s occurring in ε1, . . . , εp−1 repeated q times

≥ aq + (p− 2)mq > mq + (p− 2)mq = (p− 1)mq

(this is obtained by applying the same argument used to show is ≤ (p−1)mi,
see (3.3)). By Lemma 1.3.3, aq = mq if and only if q is a sub-period for (ε).
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On the other hand, by Proposition 1.3.4, p−1 is a minimal sub-period for the
sequence (ε) associated to s/p, i.e. no proper divisor of p− 1 is a sub-period.
So aq 6= mq.

Another argument can be given to prove aq 6= mq, without using Propo-
sition 1.3.4. Assume first s < (p − 1)/2; then (ε) associated to s is made
up of words 1, 0, . . . , 0 of either length bp−1

s
c (“short words”) or dp−1

s
e (“long

words”).
Two remarks build up the proof. The first one: by definition of ai and εi,

one can see that the longest block of sequential short words in (ε) is at the
beginning of the sequence; secondly, if q, that divides p− 1, is a sub-period,
then (ε) is obtained by repeating g times the word W := ε1, . . . , εq. In par-
ticular εp−q, . . . , εp−1 = W . By Lemma 1.3.2, this implies that ε1, ε2 . . . , εq+1

is itself palindrome, hence it starts and terminates with the longest block
of sequential short words. This yields a contradiction: by repeating W , a
longer block of sequential short words than the one opening the sequence (ε)
will appear.

If instead s > (p − 1)/2, consider s′ < (p − 1)/2 such that s = p − s′;
then, if (ε) is associated to s and (ε′) to s′, we have

εi =

{
ε′i = 1 if i = 1,

1− ε′i otherwise.

So q dividing p − 1 cannot be a sub-period: indeed the longest string of
sequential ones in (ε) is at the beginning of the sequence; if (ε) is a repetition
of the word W defined as before, with W, εq+1 palindrome, then we can find
a longer sequence of ones than at the beginning.

We conclude that mq/q < s/(p − 1) for all i ∈ {q, 2q, . . . , (g − 1)q}, and
(3.4) only holds for i = p− 1.

It is now easy to prove the following

Proposition 3.2.2. If s does not divide p−1, then fi is topologically nilpotent
if and only if 0 < i < p− 1.

Assume instead s divides p − 1, let q = (p − 1)/s; then fjq = f j
q is not

topologically nilpotent, for j ∈ {0, 1, . . . , s}.

Proof. Let n ≥ 1 and i ≥ 1. In the proof of Lemma 3.1.10, we computed
vL(fn

i x) and in the a.m.r. case we got

vL(fn
i x) = inp

( s

p− 1
− mi

i

)
+ α,
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where α is a quantity that does not depend on n. Then, fp−1 is not topo-
logically nilpotent, as s/(p − 1) = mp−1/(p − 1), and f0, fp−1 are the only
element with this property, by Lemma 3.2.1.

On the other hand, if s does divide p − 1, then q = (p − 1)/s and
{q, 2q, . . . , sq = p − 1} is the set of sub-periods of (ε): indeed, (ε) is ob-
tained by repeating s times the string 1, 0, . . . , 0, of length q.

This yields that the non-nilpotent elements of R in the almost maximally
ramified case are {fq, f2q, . . . , fsq}. Moreover, if we let z = σ− 1, for 0 < j <
s+ 1,

fjq =
zjq

πjqk+mjq
=

zjq

πjqk+ajq

=
zjq

πjqk+j
=

zjq

πjqk+jaq
=

zjq

πjqk+jmq

= f j
q .

This completes the proof.

Our next goal consists in determining the structure of R/J(R) as a K̄-
algebra, with K̄ residue field of A. In particular, we are going to prove the
following

Theorem 3.2.3. We have isomorphisms of K̄-algebras:

R/J(R) '


K̄ if L/K is not a.m.r.,

K̄[X]/(X2 − αX) if L/K is a.m.r., s - p− 1 and s 6= 0,

K̄[X]/(Xs+1 − αX) if L/K is a.m.r. and s|p− 1 and s 6= 0,

(3.5)

where α = −p/π(p−1)k+s ∈ K̄.

Proof. Remark that the first case of (3.5) has already been proved: if the
extension L/K is not a.m.r., then p +Af1 + . . .+Afp−1 is the only maximal
ideal of R and obviously R/J(R) = K̄.

Let us start discussing the case in which L/K is a.m.r. and s does not
divide p−1. By Proposition 3.2.2, if fi /∈ J(R), then i ∈ {0, p−1}. Hence R
has at most two maximal ideals; since R is not local (see Lemmas 3.1.2 and
3.1.6), we conclude that it has exactly two maximal ideals, and in particular,
for the Jacobson radical J(R) we have

J(R) ⊇ p⊕ Af1 ⊕ . . .⊕ Afp−2 ⊕ pfp−1. (3.6)

Since R/J(R) has dimension at least 2 as a K̄-vector space, (3.6) is actually
an equality, and

R/J(R) = K̄ ⊕ K̄fp−1.
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We shall investigate the behavior of fp−1 in R/J(R); the following computa-
tion will lead to the definition of the constant α appearing in the statement.
Let us recall that we can write

zp = −pz(1 + n1z + . . . np−3z
p−3 + zp−2),

where the ni are positive integers; to simplify notation, put

γ(z) := 1 + n1z + . . . np−3z
p−3 + zp−2; (3.7)

further, we will use the fact that the absolute ramification index vK(p) of the
extension is equal to (p − 1)k + s if and only if L/K is a.m.r. (see Remark
3.1.3). We have

f 2
p−1 =

z2p−2

π2(p−1)k+2s
=

−p
π(p−1)k+s

zp−1

π(p−1)k+s
γ(z)

=
−p

π(p−1)k+s
fp−1γ(z);

Set now α := −p
π(p−1)k+s ; note that α 6= 0 in K̄. Hence

f 2
p−1 = αfp−1 + f

where f := α(γ(z)− 1)fp−1.
Now, if p 6= 2, then f ∈ J(R): indeed γ(z)− 1 is a polynomial in z with

zero constant term and z = πk+m1f1 is in J(R); moreover, as an ideal of
R, the Jacobson radical is closed under multiplication by fp−1. If instead
p = 2, then we could have z /∈ J(R), if z = f1 = fp−1. Nevertheless, our
assumptions exclude p = 2, since in this case the only possible values of s
are 0 and 1 = p− 1.

It follows that

K̄[X]/(X2 − αX) −→ R/J(R) = K̄ ⊕ K̄fp−1

X 7−→ fp−1

is an isomorphism of K̄-algebras, which completes the first part of (3.5).
Assume now L/K is a.m.r. and s|p−1; let q = (p−1)/s. By Proposition

3.2.2, if fi /∈ J(R), then i must be a multiple of q. Let m be a maximal ideal
of R. Since fjq = f j

q for j ∈ {1, . . . , s}, it turns out that fp−1 belongs to m if
and only if f j

q does, for all j. Hence, if we put

I := (
⊕

0≤i≤p−1
q-i

Afi)⊕ (
⊕

0≤i≤p−1
q|i

pfi).
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we get J(R) ⊇ I. Let us look at

f s+1
q =

z(s+1)q

π(s+1)qk+(s+1)mq
;

as sq = p− 1 and mq = 1,

f s+1
q =

1

π(p−1)k+s

zp−1+q

πqk+mq
=

−p
π(p−1)k+s

zq

πqk+mq
γ(z) (3.8)

= αfqγ(z) = αfq + h,

where h := α(γ(z)− 1)fq.
Now, if q 6= 1, then h is in I as γ(z) − 1 is a polynomial in z with zero

constant term and z ∈ I . If q = 1, then s = p− 1, which yields m1 = 1, so
that zfq = πk+1f1fq is in pR ⊆ I. In all cases, we conclude

f s+1
q − αfq = 0 in R/I

Hence we get an isomorphism of K̄-algebras:

K̄[X]/(Xs+1 − αX) −→ R/I (3.9)

X 7−→ fq

Note that, since α 6= 0 and p - s, the polynomial Xs+1 − αX ∈ K̄[X]
is separable; so the ring K̄[X]/(Xs+1 − αX) is reduced and its Jacobson
radical is trivial. From (3.9), it follows that J(R/I) = 0, which implies

I =
⋂

m max. ideal of R
m⊇I

m ⊇
⋂

m max. ideal of R

m = J(R)

Finally, I = J(R) and (3.9) is the isomorphism announced.

Remark 3.2.4. The isomorphisms proved in the previous theorem have the
following important consequences. When s - p − 1, the factorization of the
polynomial X2 − αX = X(X − α) determines the two maximal ideals m1,
m2 of R:

m1 = p⊕ Af1 ⊕ . . .⊕ Afp−1

m2 = p⊕ Af1 ⊕ . . .⊕ A(fp−1 − α)

Likewise, when s|p−1, the maximal ideals are determined by the factorization
of Xs+1 − αX in K̄[X].
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3.3 When R is not local, second part: p di-

vides t

So far we have discussed the case in which p does not divide t. We shall now
assume that p does divide t and describe the associated order R in this case.

By Proposition 1.2.4, we know that p|t if and only if t = ap/(p− 1), i.e.
L/K is maximally ramified. Moreover, in this case K contains the p-th roots
of unity and there exist uniformizers π, ω of K and L respectively such that

L = K[ω], ωp = π. (3.10)

Let us rewrite (3.10) as L =
⊕p−1

i=0 Kω
i. With respect to the K-basis

1, ω, . . . , ωp−1 of L, the Galois group G acts diagonally on L: if G = 〈σ〉,
with σ defined by σ(ω) = ζpω and ζp ∈ K a p-th root of unity, the action
of σi on any y ∈ L is described by a diagonal p × p-matrix. Hence via the
isomorphism

ψ : EndKL −→Mp(K),

where Mp(K) is the ring of p× p-matrices with coefficients in K, the group
ringK[G] ⊂ EndKL is mapped injectively to the subring of diagonal matrices
Dp(K) = K × . . . × K = Kp ⊂ Mp(K). In fact, as it is easy to check, ψ
induces an isomorphism

ψ|K[G] : K[G] −→ Kp; (3.11)

further, A[G] ⊂ K[G] is mapped injectively via ψ to A × . . . × A = Ap;
now, A is the maximal A-order in K since it is integrally closed in K (see
[13, Theorem 8.6]); hence it follows that Ap is an A-order in Kp and it is
maximal.

As A[G] ⊂ R ⊂ K[G], the image via ψ of R inKp is an A-order containing
Ap. Therefore R ' Ap. We have proved the following

Lemma 3.3.1. If L/K is a maximally ramified extension, the associated
order R coincides with the maximal order in K[G], and via ψ defined above,
we have

R ' Ap.
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Chapter 4

The ring of integers as a
module over its associated
order

In the same setting and with the same notations given at the beginning of
Chapter 2 and 3, we shall approach in this chapter some questions concerning
the freeness of B as a module over its associated order. The arguments used
will exploit the results previously achieved about the structure of R as a ring.

4.1 A first result about the freeness of B

As usual, we write t = pk+ s, where t is the unique ramification jump of the
extension L/K. Here we assume 0 < s < p.

The description of B as an A-module given in chapter 2 already allows
us to give a partial answer to the question concerning the freeness of B over
its associated order.

Proposition 4.1.1. If s divides p − 1, then B is free as an R-module with
generator e1.

Proof. Let (εi)0<i<p, (ai)0<i<p, (mi)0<i<p be the combinatorial sequences de-
fined in the first chapter, associated to s/p.

Assuming that s divides p− 1, it is easy to see that

ε1, . . . , εp−1 = 1, 0 . . . , 0, 1, 0, . . . , 0, . . . 1, 0, . . . , 0

where each string 1, 0, . . . , 0 has length p−1
s

. In particular, if i = l(p − 1)/s
for some integer l ≤ s, then εi = 0 (except for s = p− 1, in which case εi = 1
for all i); further mi = ai = l and εi+1 = 1 for l 6= s.
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We proved that {fi = (σ − 1)i/πik+mi , 0 ≤ i ≤ p − 1} is an A-basis for
the associated order R; we consider the first element of our A-basis of B, i.e.
e1 = πk(p−1)+ap−1x. We have

fie1 = πk(p−1)−ik+ap−1−mi(σ − 1)ix (4.1)

= πap−1−ap−i−1−miπk(p−i−1)+ap−i−1(σ − 1)ix

= πεp−1+εp−2+...+εp−i−miei+1

Now, by Lemma 1.3.2,

εp−1 + . . .+ εp−i = ε2 + . . .+ εi+1

If εi+1 = 0, then ε2, . . . , εi+1 is a string of length i whose sum equals ai − 1;
so we must have mi = ai − 1 = ε2 + . . . + εi+1. Otherwise, by the previous
remark, i must be a multiple of p−1

s
, in which case ε2 + . . .+ εi+1 = ai = mi.

Therefore, in any case, fie1 = ei+1 and e1 generates B as an R-module.

Now, one can wonder whether the converse is also true. It is precisely at
this point that almost maximally ramified extensions intervene and require to
be treated separately. Before clarifying this point, let us give a brief overview
on the equal characteristic setting.

4.2 The main result about R-module genera-

tors for B, in the equal characteristic case

In this section we recall de Smit and Thomas’ result about a minimal set of R-
module generators for B, in the equal characteristic case. It seems convenient
to include it here, as we are going to prove an analogous result in the unequal
characteristic setup, for extensions which are not almost maximally ramified.

Throughout this section, assume K has characteristic p. The notation is
the usual one.

Remark that, by [6, Prop. 2], the ring of integers B of L can be given
the structure of a graded A[G]-submodule of L, whose homogeneous part of
degree i is the free A-module of rank 1

Bi = pk(p−i)+ap−i(σ − 1)i−1w,

where w is a suitable element of valuation vL(w) = −t(p − 1), obtained by
Artin-Schreier theory.

The main result on the minimal number of generators for B as an R-
module (Theorem 4 of [6]) is stated below. As usual, the sequences (ai) and
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(mi) appearing in the statement are associated to s/p, with s remainder of
the division of t by p.

Theorem 4.2.1. Let

D = {i : 1 ≤ i ≤ p and aj +mi−j < ai for all j with 0 < j < i}; (4.2)

let d be the minimal number of R-module generators of B.
Then we have d = #D and a set of homogeneous elements in B forms a

set of R-module generators of B if and only if for each i in D it contains an
A-module generator of Bi, where Bi is the homogeneous part of degree i of
B as an A[G]-module.

As already remarked, the proof exploits the fact that R is local.

4.3 A set of R-module generators for B, in

the not almost maximally ramified case

From now on, assume K has characteristic 0. Further, in this section, L/K is
supposed to be not almost maximally ramified; by Theorem 3.1.1, we know
R is local in this case.

We want to determine the cardinality of a minimal set of R-module gener-
ators for B, similarly to what de Smit and Thomas achieved (Theorem 4.2.1
above). Since in the unequal characteristic case we are not allowed to talk
about graded rings and homogeneous elements anymore, we need to rephrase
and adapt their statement to our setting. What we are going to prove is the
following

Theorem 4.3.1. Suppose the extension L/K is not almost maximally ram-
ified. Let d and D be defined as above. Let B = {ei, 1 ≤ i ≤ p} be the usual
basis for B as an A-module.

Then d = #D and a subset X of B forms a set of R-module generators
of B if and only if for each i in D, ei is in X.

Proof. By Theorem 2.3.2, we know

R = A⊕ Af1 ⊕ . . .⊕ Afp−1,

where, as usual, fi = (σ−1)i

πik+mi
for 0 ≤ i ≤ p− 1. Under our assumption, R is a

local ring whose maximal ideal is

m = p⊕ Af1 ⊕ . . .⊕ Afp−1.

34



In other words, if we put f ′0 = π, f ′i = fi for 1 ≤ i ≤ p − 1, the set
M = {f ′i , 0 ≤ i ≤ p− 1} is a set of A-module generators of m.

First, we claim that

mB =

p⊕
i=1

A(i)ei, with A(i) =

{
p if i ∈ D,

A otherwise.
(4.3)

For this, let us look at

B/pB =

p⊕
i=1

(A/p)ei ⊇ mB/pB,

and consider the f ′iej ∈ mB, with 0 ≤ i ≤ p − 1 and 1 ≤ j ≤ p. Suppose
i+j > p: of course this occurs for values of i greater than 0, so we can simply
write fiej; say i+ j = p+ l, with 1 ≤ l ≤ p− 1. We have already computed
vL(fiej), which turned out to be

vL(fiej) = ap− (p− 1)t+ ls− p(mi − ai−l)

(see (2.4)). As we are dealing with the not almost maximally ramified case,
we must have ap − (p − 1)t = ph + s for some integer h ≥ 1 (see Remark
3.1.3), so that

vL(fiej) = ph+ (l + 1)s− p(mi − ai−l) > ph ≥ p

(indeed, (l+ 1)s− p(mi − ai−l) is positive: see (2.5)). This implies that fiej

is in pB. Moreover, for all j ∈ {1, . . . , p}, we have f ′0ej = πej ∈ pB.
Assume now i+ j ≤ p and i ≥ 1 (so again, let us simply write fiej). By

(2.3), in such case we get

fiej = πap−j−mi−ap−i−jei+j ∈ {ei+j, πei+j}

Then Ael is contained in mB if and only if l satisfies the following:

fiej = el for some i, j such that i+ j = l and i ≥ 1. (4.4)

We find

mB/pB =
⊕

1≤l≤p,
l satisfies (4.4)

(A/p)el

It remains to translate this result in terms of the sequences (mi), (ai): con-
sider then the condition ap−j −mi − ap−i−j = 0 or, equivalently

ap−j −mi−j − ap−i = 0 for j < i. (4.5)
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By properties of the sequence (ai), for 1 ≤ i < j < p we have ai + ap−i =
s+ 1 = aj + ap−j which allows us to rewrite (4.5) as

ai −mi−j − aj = 0

Finally, with respect to the A(i) defined in (4.3), for 1 ≤ i ≤ p, we have the
following equivalences:

A(i) = A ⇔ aj +mi−j = ai, ∀j with 1 ≤ j < i

A(i) = p ⇔ aj +mi−j < ai, ∀j with 1 ≤ j < i,

i.e. A(i) = p if and only if i is in D, which proves (4.3).
To conclude, consider the quotient B/mB: by Nakayama’s Lemma, a

subset of B is a minimal set of generators for B as an R-module if and only
if it generates B/mB as a K̄-vector space (K̄ = A/p) and its cardinality is
equal to the K̄-dimension of B/mB.

From

B/mB = (B/pB)/(mB/pB) =
⊕

1≤i≤p
i∈D

K̄ei,

we deduce that {ei, i ∈ D} is a minimal set of R-module generators for B.

4.4 Freeness of B in the not almost maxi-

mally ramified case

At the beginning of this chapter, we posed the question of determining if or
in which cases the converse of Proposition 4.1.1 holds as well. We deduce,
from what we have just proved, that if the extension L/K is not a.m.r., we
can conclude the same results about the structure of R and B, no matter if
the characteristic of K is 0 or p.

Therefore, we have the following characterization of the extensions L/K
for which the ring of integers B of L is free over its associated order; the
proof is the same as the one given by De Smit and Thomas in their corollary
to Theorem 4, in [6]. We include it here for convenience.

Theorem 4.4.1. If the extension L/K is not a.m.r., then B is free over
R if and only if s divides p − 1, where, as before, s is the residue of the
ramification jump t modulo p.
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Proof. The “if” part is exactly what Proposition 4.1.1 consists of. So assume
that B is R-free, i.e. D = {1}. Suppose 0 < s < p, which yields m1 = 0,
and call l the smallest integer 1 < l < p, such that ml = 1; then ai = 1
for all i < l since 1 ≤ ai ≤ mi + 1 = 1. Further, for some j < l we have
al = aj + ml−j = 1 = ml, as l /∈ D. Hence l is a subperiod of (ε) and by
Lemma 1.3.3, we have that ε1, . . . , εp−1 is an s-fold repetition of a sequence
1, 0 . . . 0, which only occurs for s dividing p− 1.

Further, all the combinatorial results holding in the equal characteristic
case are still true in our unequal characteristic framework, if the extension
is not a.m.r.. In particular, in both context we are provided with an easy
procedure to compute the number d = #D of R-generators for B, based on
the continued fraction expansion of −s/p (see [6, Theorem 3]).

4.5 Freeness of B in the maximally ramified

case

Assume now L/K is maximally ramified: the ramification jump equals ap/(p−
1), where a = vK(p); further K contains the p-th roots of unity and there are
uniformizers π, ω of K and L respectively such that L = K[ω] and ω = π1/p

(Proposition 1.2.4).

Theorem 4.5.1. If p divides t, then B is a free R-module generated by
1 + ω + . . .+ ωp−1.

Proof. By Lemma 3.3.1, the associated order R is isomorphic to the ring
Ap of diagonal p × p matrices on the A-basis {1, ω, . . . , ωp−1} of B. So the
R-module B is identified with the Ap-module M spanned by all columns of
matrices in Ap. As M is generated over Ap by the column vector (1, . . . , 1)T ,
we deduce that B is generated over R by 1 + ω + . . .+ ωp−1.

4.6 The almost maximally ramified case

In this last section, we are going to discuss the freeness of the R-module B
in the almost maximally ramified case, assuming s 6= 0. Recall that, in this
framework, the ring R is not local (Theorem 3.1.1), so we cannot apply the
same strategies that were successful in the equal characteristic context of [6]
and that we managed to reproduce here, provided that L/K is not a.m.r..
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However, Theorem 3.2.3 gives a description of R/J(R). Since the cases
in which s|p − 1 and s = 0 are already solved (we know B to be free over
R by Proposition 4.1.1 and by Theorem 4.5.1), we are only interested in the
behavior of B over R when s does not divide p − 1 and s 6= 0. In this case
we know, by Theorem 3.2.3,

J(R) = p⊕ Af1 ⊕ . . .⊕ Afp−2 ⊕ pfp−1 (4.6)

and

R/J(R) ' K̄[X]/(X2 − αX) ' K̄ ⊕ K̄fp−1,

with α = −p/π(p−1)k+s ∈ K̄× (recall that in the a.m.r. case, vK(p) = (p −
1)k + s by Remark 3.1.3).

Our purpose now is to state a combinatorial condition for B to be R-free
and give generators. For D defined as in (4.2), let

D′ = {1} ∪ {l ∈ D \ {1} : mi − ai−l+1 < al − 1, for l < i < p− 1}. (4.7)

We are going to prove the following

Theorem 4.6.1. Assume L/K is a.m.r., s - p−1 and s 6= 0. Let d denote the
minimal number of R-module generators of B. Then we have d = #D′ − 1.

The proof of Theorem 4.6.1 requires two intermediate results. Before stating
them, set z := σ − 1 and

M :=
⊕
i∈D′

pei ⊕
⊕

i∈{1,...,p}\D′

Aei. (4.8)

Note that, in the next two lemmas, α is viewed as an element of A rather
than as a class in A/p.

Lemma 4.6.2. Assume L/K is a.m.r., s - p − 1 and s 6= 0. Let M as in
(4.8). For any i ∈ {1, . . . , p − 1} and j ∈ {2, . . . , p} with i + j > p, let
l ∈ {2, . . . , p} be such that i+ j = p+ l − 1. Then

fiej ≡ πδαel mod M ∩ J(R)B, where δ =

{
0 if mi − ai−l+1 = al − 1,

1 if mi − ai−l+1 < al − 1.
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Proof. We have fi = zi

πik+mi
and ej = π(p−j)k+ap−jzj−1x. Let γ(z) be defined

as in (3.7). Therefore

fiej =
zi+j−1x

π(i+j−p)k+mi−ap−j
=

zp+l−2x

π(l−1)k+mi−ai−l+1
(4.9)

=
−p

π(l−1)k+mi−ai−l+1
zl−1γ(z)x = α

π(p−1)k+s

π(l−1)k+mi−ai−l+1
zl−1γ(z)x

= α
π(p−l)k+ap−l

πmi−ai−l+1+ap−l−s
zl−1γ(z)x

=
α

πmi−ai−l+1+ap−l−s
el +

α

πmi−ai−l+1+ap−l−s
(γ(z)− 1)el

Now, set δ := −(mi−ai−l+1 +ap−l−s). In the proof of Theorem 2.3.2, (2.5),
we remarked that

al − 2 ≤ mi − ai−l+1 ≤ al − 1

Moreover, as it is easy to check, al + ap−l = s+ 1, whence

0 ≤ δ = −mi + ai−l+1 − 1 + al ≤ 1.

In particular, δ = 0 if mi − ai−l+1 = al − 1 and δ = 1 if mi − ai−l+1 < al − 1,
as desired.

It remains to prove that η := πδα(γ(z)−1)el is in M ∩J(R)B. Of course,
this is true if δ = 1, as both M and J(R)B contain pB. Suppose then δ = 0.

As γ(z)− 1 is a polynomial in z = πk+m1f1 = πkf1 (note m1 = 1 only at
s = p − 1) with zero constant term, and since f1 is in the Jacobson radical
(by assuming s 6= 0 and s - p − 1 we avoid the case p = 2), we must have
η ∈ J(R)B.

To prove η ∈M , it suffices to verify that zB ⊆M . Clearly, if k > 0, the
lemma holds, as z = πkf1 and M ⊃ pB. So assume k = 0.

Let j ∈ {1, . . . , p − 1}; we have zej = f1ej ∈ {ej+1, πej+1} (see (2.3)). If
f1ej = πej+1, clearly f1ej ∈M ; otherwise, j + 1 /∈ D, hence j + 1 /∈ D′ and,
by definition of M , it follows f1ej ∈M .

Consider now zep = f1ep; by computation (4.9) applied with i = 1 and
l = 2, we get zep = απδγ(z)e2; let us assume δ = 0. Note that zie2 =
f1(f

i−1
1 e2) lies in {f1ei+1, πf1ei+1, . . . , π

i−1f1ei+1} for every i = 0, . . . , p − 2.
Therefore zep ∈M follows as a consequence of the fact that zej ∈M for all
j with 0 < j < p. This shows that η ∈M and completes the proof.

Lemma 4.6.3. With the same assumptions and notations as in Lemma
4.6.2, we have J(R)B = M .
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Proof. Let us first check J(R)B ⊆M . For this, we shall consider all products
fiej with fi ∈ J(R)B: by (4.6), we take i ∈ {1, . . . , p−2} and j ∈ {1, . . . , p}.

Suppose first i+ j ≤ p; if fiej = πei+j, then fiej ∈ M because M ⊃ pB;
otherwise fiej = ei+j and fiej ∈M because i+ j /∈ D.

Suppose now i+j > p and let l ∈ {2, . . . , p} be such that i+j = p+ l−1.
By Lemma 4.6.2, we know

fiej ≡ πδαel mod M

If δ = 1, then fiej ∈ M ; otherwise we have mi − ai−l+1 = al − 1, which
implies l /∈ D′ and el ∈ M . This proves fiej ∈ M , from which it follows
J(R)B ⊆M .

For the remaining inclusion, we shall verify that el ∈ J(R)B for all l /∈ D′.
For l /∈ D, there must exist (i, j) with 1 ≤ i, j < l and i+ j = l such that

fiej = el. If l < p, of course i < p−1. Then, let l = p; it is easy to check that
fp−1e1 = ep, so p /∈ D. We wonder whether ep can also be obtained as fiej

with i < p−1 and j = p−i. In fact, this is true provided that mi = ap−j = ai

for some i with 1 < i < p− 1, or equivalently, there must exist a sub-period
i < p− 1 of (ε): as a consequence of Lemma 1.3.2, the index i corresponding
to the zero preceding the last 1 of the sequence (ε) satisfies this property. So
we indeed have

ep ∈ J(R)B. (4.10)

Finally, if l ∈ D \D′, there exists i with l < i < p− 1 and mi − ai−l+1 =
al − 1; set j = p+ l − i− 1; hence, by Lemma 4.6.2

fiej ≡ αel mod J(R)B

Since fiej ∈ J(R)B, we have el ∈ J(R)B. The lemma follows.

Proof. (Theorem 4.6.1) The result achieved in Lemma 4.6.3 implies

B/J(R)B =
⊕
i∈D′

K̄ei.

We have that the minimal number n of generators for any module V over
R/J(R) = K̄[X]/(X2 − αX) = K̄ ⊕ K̄fp−1 is

n = max (dimK̄ker(ψ1), dimK̄ker(ψ2)),

where ψ1, ψ2 are the endomorphism of V defined by ψ1 : w 7→ fp−1w and
ψ2 : w 7→ (fp−1 − α)w. We shall compute n for V = B/J(R)B; remark that,
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for this choice of V , Nakayama’s Lemma implies n = d, with d as in the
statement.

To compute n, first notice that D′ \{1} 6= ∅: indeed, the K̄-dimension of
B/J(R)B is at least 2, as B/J(R)B is a module over R/J(R) = K̄⊕ K̄fp−1.

Further, we see that fp−1 acts as multiplication by 0 on e1 and as multi-
plication by α on ej 6= e1, in B/J(R)B. Indeed, we have fp−1e1 = ep, which
belongs to J(R)B, by (4.10); so fp−1e1 = 0 in B/J(R)B. On the other hand,
(4.9) applied to i = p− 1 and j ∈ {2, . . . , p} gives

fp−1ej ≡ πδαej mod J(R)B ∩M = J(R)B,

where δ = −(mp−1 − ap−j + ap−j − s) = 0 as mp−1 = s. So for j ∈ D′ \ {1},
we get fp−1ej = αej in B/J(R)B.

As a consequence, we find

ker(ψ1) = K̄e1, ker(ψ2) =
⊕

i∈D′\{1}

K̄ei,

and

d = max (1,#D′ − 1) = #D′ − 1,

as desired.

We deduce a criterion for B to be free over R.

Corollary 4.6.4. Assume L/K is a.m.r. and s 6= 0. Then B is free over
its associated order if and only if #D′ ≤ 2.

Proof. If s does not divide p−1, then B is free over R if and only if #D′ = 2
by Theorem 4.6.1.

If s|p−1, we know B is R-free and D = {1} = D′ (indeed, B is generated
by e1 over R by Proposition 4.1.1).

Remark 4.6.5. In [3, Theorem 1], Bertrandias, Bertrandias and Ferton give
a criterion for B to be R-free in terms of the continued fraction expansion of
s/p. In particular, they prove that, when the extension L/K is a.m.r., B is
R-free if and only if the length of the continued fraction expansion of s/p is
at most 4, where by length they mean the integer N such that

s

p
= [0, x1, . . . , xN ] :=

1

x1 +
1

x2 +
1

. . .

xN−1 +
1

xN
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It is easy to check that N ≤ 2 if and only if s|p− 1.
The combination of our result with theirs gives

Theorem 4.6.6. For an a.m.r. extension L/K such that s 6= 0, the following
are equivalent:

i) B is free over R;
ii) the length of the continued fraction expansion of s/p is at most 4;
iii) #D′ ≤ 2.

Remark 4.6.7. Theorem 4.6.1 also permits to give explicit generators for B
over R.

Suppose #D′ = 2, say D′ = {1, j}, 1 < j < p. Then B/J(R)B is free
over R/J(R), generated by e1+ej; indeed, any element ae1+bej ∈ B/J(R)B
can be written as (a+((b− a)/α)fp−1)(e1 + ej), with (a+((b− a)/α)fp−1) ∈
K̄ ⊕ K̄fp−1 = R/J(R). With Nakayama’s Lemma, it follows that B is free
over R, generated by e1 + ej.

More generally, as a consequence of Theorem 4.6.1, we can state

Theorem 4.6.8. With the same assumptions as in Theorem 4.6.1, if D′ =
{j0 = 1, j1, . . . , jd}, with {j1, . . . , jd} ⊆ {2, . . . , p− 1} all distinct, then {e1 +
ej1 , ej2 , . . . , ejd

} is a set of R-module generators for B.

Finally, one can see that the computation of the continued fraction expansion
of s/p only gives a criterion for the R-freeness of B, but does not allow to
compute the cardinality of a minimal set of generators. The example below
underlines that, when the length N of the continued fraction expansion is
larger than 4, the cardinality of D′, and so d, is not apparently related to
N . For a fixed p, we shall denote by Ns the length of the continued fraction
expansion of s/p and by D′

s, the set D′ associated to s.

Example 4.6.9. Let p = 29.
1) Take t = s = 8 (remark that, if t = s, the extension L/K is a.m.r.

with a = t); we have s/p = [0, 3, 1, 1, 1, 2] and D′
8 = {1, 4, 11}.

2) Take t = s = 17; then s/p = [0, 1, 1, 2, 2, 2] and D′
17 = {1, 2, 7, 12}.

3) Take finally t = s = 18; we have s/p = [0, 1, 1, 1, 1, 1, 3] and D′
18 =

{1, 2, 5}.
Note thatN8 = N17 but #D′

8 6= #D′
17; on the contrary, N8 6= N18 whereas

#D′
8 = #D′

18.

We conclude with two questions, that remain open.
First, we still do not have a direct proof of the equivalence of the com-

binatorial conditions ii) and iii) in Theorem 4.6.6, which would give a new
proof of Theorem 1 in [3].
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Further, we wonder whether we can find an easy way to compute #D′:
in the equal characteristic case, the cardinality of D can be easily computed
in terms of the continued fraction expansion of −s/p (see [6, Theorem 3]); in
our context, we saw that, despite a criterion for the R-freeness of B can be
given in terms of the length of the continued fraction expansion of s/p, this
method cannot be extended to determine the minimal number d of R-module
generators of B.
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thesis, Université Toulouse 2 le Mirail, 2005.

[16] L. Thomas, A valuation criterion for normal basis generators in equal
positive characteristic, Journal of Algebra 320 (2008), 3811–3820.

[17] L. Thomas, On the Galois module structure of extensions of local fields,
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